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Setup your environment

1. The DB server
> Memory and CPU
- 10

2. Your tuning client
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Memory and CPU management
Oracle memory management methods

xment (AMM]
of memory to use
between SGA and PGA (60% SGA by default) and the size of memory

Automatic Me
> Give Oracle a

> Oracle choos
pools inside t

> Controlled by

GET

Automatic Shared Memory Management (ASMM)

> Oracle only manages memory pools in the SGA automatically
> Controlled by the parameter SGA_TARGET
> Requires setting the target-size for the PGA

Manual Share
> Set MEMORY
> Requires sett

inagement
GA_TARGET to 0
the memory pools manually
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Memory and CPU management
Huge pages - Concept

Default memory page size: 4 kB

Huge page size: 2 MB - 256 MB

> Less number of pages

> Less overhead for memory operations
> Quicker virtual to physical address translation (TLB hit]
> Huge pages are pinned in memory, i.e. do not swap pefautt With HugePages pool

Not supported with AMM

> Compatible with ASMM Lak ) Lak ) Lak ) La )k ak ) Lak ) ax ) -----i-
Lar Lak ) Lac ) Lak ) Lax ) Lax ) k) k) Lak Lax ) Lax ) Lak) k) L4k
SESESESS EESEERSS

Useful for most SGAs (> 5 GB) o b i i L i i L) ---i---
SESSss== EE==aEEE
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Memory and CPU management
Huge pages - Windows --

Large Pages on Windows . .

> Set ORA_LPENABLE or ORA_<SIDNAME>_LPENABLE to the value 1 in the registry

> Grant the 'Lock Pages in Memory’ privilege to the account that the OracleService<SID> starts
> MOS: Using Large Memory Pages on 64-Bit Windows Systems (Doc ID 422844.1)

> Startup the DB-instance(s) right after the server boot to get the contiguous memory piece

> Restarting an instance after a longer time may take time or may fail

> See https://blog.dbi-services.com/large-pages-on-windows/
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Memory and CPU management
0.5 settings Linux

Oracle strongly recommends to disable transparent huge pages
> Transparent huge pages are automatically enabled in RedHaté, OL6, SLES11, and UEKZ2 kernels

[oracle@vmtestoel5 ~]$ cat /sys/kernel/mm/transparent hugepage/enabled
[always] never

> Check transparent huge pages activity

[oracle@vmtestoel5 ~]$ grep AnonHugePages /proc/meminfo

AnonHugePages: 12288 kB

> Disabling transparent huge pages - Note 1557478.1

[oracle@vmtestoelb ~1# vi /etc/grub.conf

kernel /vmlinuz-2.6.32-300.25.1.el6uek.x86 64 ro root=LABEL=/
transparent hugepage=never

12.04.2018
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Memory and CPU management
0.S. settings Linux

Choose 0.S. memory management
- Huge pages vs. regular shared segments
> Decide amount of memory allocated to the SGA / PGA

Keep enough memory for the 0.S.

> Depends on total memory and running components ~ 15-20% of the RAM reserved for 0.S. - with 2
GB minimum

> More RAM requires more memory for page table if not using huge pages

[oracle@vmtestoel5 ~]$ grep PageTables /proc/meminfo

PageTables: 17356 kB —-- Linux 2GB RAM

Reduce filesystem cache usage
> Buffer cache already used as a caching system
> Avoid double caching = But be careful: Sometimes filesystem caching makes perfect sense
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Memory and CPU management
0.S. settings Linux 0

Avoid Swapping/Paging
> Min. swap has to be available on the system
> Linux may swap reserved but “unused” memory

[root@vmtestoel5 ~]# sysctl vm.swappiness

vm.swappiness = 60

[root@vmtestoel5 ~]# grep vm.swappiness /etc/sysctl.conf
vm.swappiness = 0

[root@vmtestoel5 ~]1# sysctl -p

Use Oracle memory advisors to help sizing
> No license fees
> Wait for an application cycle - week or month
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Memory and CPU management
AMM configuration in Linux - requirements

To use Automatic Memory Management (AMM) on >=11.2 databases
- Configure the /dev/shm filesystem (shared memory])

> Default value is the half of the physical memory

- Use the “size” option to adapt the value

# In the /etc/fstab (server has 12GB RAM) :
tmpfs /dev/shm tmpfs defaults, size=9G 0 O

If tmpfs is too small:

ORA-00845: MEMORY_TARGET not supported on this system
at instance startup
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Memory and CPU management
Huge pages configuration in Linux

Increase max locked memory for oracle
- Edit /etc/security/limits.conf as root

oracle soft memlock 60397977
oracle hard memlock 60397977

> Disable AMM and restart the instance

ALTER SYSTEM RESET memory max target scope=SPFILE;
ALTER SYSTEM RESET memory target scope=SPFILE;

Calculate recommended number of pages
> Use script hugepages_settings.sh from note 401749.1 - or calculate yourself ;-)
- Databases must be running without AMM

[oracle@vmtestoeld4 ~]$ ./hugepages settings.sh

Press Enter to proceed..

Recommended setting: vm.nr hugepages = 707
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Memory and CPU management
Huge pages configuration in Linux

Enable huge pages
Edit /etc/sysctl.conf to set value for vm.nr_hugepages

[root@vmtestoeld ~]# grep vm.nr hugepages /etc/sysctl.conf
vm.nr hugepages = 709
[root@vmtestoeld ~]1# sysctl -p

Check huge page availability

[root@vmtestoeld ~]# grep Huge /proc/meminfo
AnonHugePages: 0 kB

HugePages Total: 709

HugePages Free: 709

HugePages Rsvd: 0

HugePages Surp: 0

Hugepagesize: 2048 kB

Set USE_LARGE_PAGES in database (from 11.2.0.2)

ALTER SYSTEM SET USE LARGE PAGES=ONLY SCOPE=spfile;

12.04.2018
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Memory and CPU management
Configuration on Linux o2

RHEL7: See RHEL7_initial_steps_root
OELDS5:

# yum install oracle-validated

OELé, OELY:

# yum install oracle-rdbms-server-11gR2-preinstall
# yum install oracle-rdbms-server-12cRl-preinstall

# yum install oracle-database-server-12cR2-preinstall
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12.04.2018 ' services



Memory and CPU management
Huge pages vs. Automatic Memory Management

AMM Huge pages
Pros Pros

> Easy administration > More efficient
> Automatic resizing > No swap

> Flex > More memory available

Cons Cons
> Men > Requires fine configuration
> Performance > Less flexible
When memory < 5GB When memory > 5GB
> Don’'t need Huge Pages > We have enough memory
. Difficult to plan SGA/PGA size S0 sizing can be approximative
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Memory and CPU management
Best practices

Use Automatic Memory Management for small SGAs
> Monitor using view v$memory resize _ops

Recommendations

> Set memory_max_target with a higher value than memory_target
> Set minimum values for memory pools

> Most important pools: SGA, PGA, Shared pool and Buffer cache

> Goal: decrease the number of memory resize operations

PARAMETER VALUE
memory max target 1G
memory target 5G
Pga aggregate target 1G
sga target 4G
shared pool size 1G
db cache size 2G
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Memory and CPU management
CPU speed

Some systems may be configured for energy saving rather than
performance (Windows and Linux]

Recommandation

> On Windows, select Best Performance in Power Options

> On Linux, Scaling_governor should be at ‘performance’ or cpuspeed
service must be stopped

# chkconfig --level 12345 cpuspeed off
# service cpuspeed off

- Check /proc/cpuinfo for cpu MHz

# watch grep Hz /proc/cpuinfo
model name : Intel (R) Core(TM) 17-3630Q0M CPU @ 2.40CGH=z

cpu MHz : 2316.168
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/0 mechanisms
/0 operations at 0.S level

There are different methods available for accessing data

> Direct I/0: Read bypass 0.S / file system caches

> Synchronous I/0: Wait for I/0 completion after I/0 request

> Asynchronous I/0: Allows processing during I/0 request completion

|/0 operations are controlled by two parameters

> filesystemio_options (none | setall | directlO | asynch]: Control access method for file stored on file
system

setall = directlO + asynch

> disk_async_io (TRUE | FALSE): Enable asynchronous I/0 for datafiles, control files and logfiles if
supported by the platform

Generally enabling both direct I/0 and asynchronous I/0 offers better performance

12.04.2018
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/0 mechanisms
Database I/0O - Conventional reads

Data is read from disk to the database buffer cache
> Also called buffered reads

> Data blocks stored in SGA can be shared and can be cached
> We can read one block at a time, or multiple contiguous blocks in one i/o

Sequential read

> Single-block read sequentially
> Usually used for direct block access like TABLE ACCESS BY ROWID

Scattered read

> Multi-block read into non adjacent memory locations
> Up to DB_FILE_MULTIBLOCK_READ_COUNT blocks in a single operation
> Usually used for large scans: FULL TABLE SCAN, INDEX FAST FULL SCAN

Oracle Tuning Workshop - Introduction 1 page e dbi .



/0 mechanisms
Database I/0 - Direct reads

Always used for parallel read (except for In-Memory Parallel Exec]

Can be used for serial reads since 11g
> Decision not done by the optimizer but at execution time for each segment
> Starting 11.2.0.2, decision is done using the statistics instead of actual number of segment blocks

Data is read from disk directly into PGA

- Bypasses database caches (e.g. buffer cache) after a (fast object) checkpoint

> Algorithm based on table size, buffer cache size
and number of cached blocks for serial read

- Segment size must be bigger than “_small_table_threshold” (5 * *_small_table_threshold” with
patch 18498878)

> Less than 50% segment’s blocks is in the buffer
> Less than 25% segment’s blocks are dirty in the cache

12.04.2018
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/0 mechanisms
Disk performance I0OPS vs. throughput

When looking at I/0 performance
> Two main metrics: IOPS vs. Throughput

IOPS

> Number of operations per second

> Driven by disk latency

> Suited for many small operations (OTLP)

Throughput

> Quantity of data in MB transferred by second

> Driven by interface capacity and disk design

> Suited for bulk operations (DSS, reporting, batch processes]

12.04.2018
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/0 mechanisms
Disk performance figures

Example for 2 common physical storage designs
SSD: Use flash memory for data storage

Regular HDD: Use several spinning platters for data storage

HDD

Disk type Latency (ms) IOPS Throughput
(MBPS)

SATA 7,2k 10 75-100 100

SAS 10k 6 160 140-160

SAS 15k 4 240 170-200

SSD Less than 1 > 10000 500+

Oracle Tuning Workshop - Introduction
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I/O meCha n ismS Sequential Access
Different types of operations

Random Access

Data files are accessed mostly randomly i e g e e

> Any type of access will be done: single block or large sequential multi
block reads

- Read/write can by spread across several data files on different disks

> Write operations are done by DBWR asynchronously

> Accessed using 8k block by default (minimum read size]

> Disk should be well balanced between low latency and high throughput

Redo logs are accessed sequentially
> Mostly accessed in sequential writes
> Use 512 bytes blocks (can be increased for 4k devices])

> Use fastest disk as possible and optimized for sequential access to store
redo logs

Page 22
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/0 mechanisms
Optimize I/O operations

Check the database block size

> Use a block size according to your file system or RAID array to avoid splitting Oracle 1/0. Default 8k
fits most cases.

> Defined at database creation

Check the 1/0 size for multi block reads
- By default, Oracle reads 1 MB (128 blocks 8K blocks)

> Set the parameter DB_FILE_MULTIBLOCK_READ_COUNT according to the size supported by the
disk/array

> Warning: small SGAs with a high number of SESSIONS may limit the multiblock-size

Reduce the number of 1/0s
> Avoid unnecessary reads to keep disk and controller bandwidth capacity for your load
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/0 mechanisms
Optimize I/O operations Linux

1/0 scheduler

> Default is cfq (Completely Fair Queuing) on most Linuxes

> Usually best setting for Oracle DBs (especially with ASM): deadline (light scheduler focusing on a
hard limit)

> Usually best setting for SSDs (NVMe]: noop (rescheduling of 10s would be a waste of resources]

oracle@l2cr2:/home/oracle/ [genl2102] cat /sys/block/*/queue/scheduler | sort -u
noop [deadline] cfqg

services
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/0 mechanisms

Optimize 1/0 operations Linux

Wait event : log file parallel write
BEGIN TIME AVG MS
10-FEB-2016 09:00 18.968
10-FEB-2016 10:01 17.574
10-FEB-2016 11:00 8.238
10-FEB-2016 12:00 8.14
10-FEB-2016 13:00 7.718
10-FEB-2016 14:00 19.881
10-FEB-2016 15:00 13.992
10-FEB-2016 16:00 10.036
10-FEB-2016 17:00 6.268
10-FEB-2016 18:00 4.443
10-FEB-2016 19:00 1.758

Very poor 1/0 throughput
LGWR response time on COMMIT

Oracle Tuning Workshop - Introduction

BEGIN TIME AVG MS
11-FEB-2016 09:00 1.48
11-FEB-2016 10:00 1.186
11-FEB-2016 11:00 1.04
11-FEB-2016 12:00 1.07
11-FEB-2016 13:00 1.244
11-FEB-2016 14:00 1.076
11-FEB-2016 15:00 1.352
11-FEB-2016 16:00 1.085
11-FEB-2016 17:00 .901
11-FEB-2016 18:00 1.063
11-FEB-2016 19:00 1.885

I/0 scheduler switched to deadline

from cfq
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Setup your environment

1. The DB server
> Memory and CPU
- 10

2. Your tuning client
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Setup your environment: Tuning-Client

« sqlplus still rocks ©. sqglcl with ansiconsole rocks as well ©

e oracle@Rl2cr2:/home/oracle/tools/monitoring/ [preml22] sgh
SQL*Plus: Release 12.2.0.1.0 Production on Thu Mar 29 18:35:33 2018
Copyright (c) 1982, 2016, Oracle. All rights reserved.
Connected to:
Oracle Database 12c Enterprise Edition Release 12.2.0.1.0 - 64bit Production
18:35:34 sys@PREM122.LOCALDOMAIN> select sysdate from dual;
SYSDATE

29.03.2018 18:35:40

Elapsed: 00:00:00.00
18:35:40 sys@PREM122.LOCALDOMAIN>

: ' P 30
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Setup your environment: Tuning-Client

* sqlplus and sqlcl
Create your login.sqgl to setup the prompt and see the env you are in
Tanel Poder:
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Setup your environment: Tuning-Client

8 Oracle SQL Developer : prem122

¥y 2o H3 « - 5
Connections = N | & prem1z2 -
+-VWTD PEO9-BQA BRQA &od W
/@&, Connections Worksheet | Query Buider
a 9eni2102 O select * from vssess:i.on'l L
= prem122 .
- (5] Tables (Filtered)
(++-(B3) Editioning Views
E@Pachges -
Find Database Object =
8 -
I | @
------ [] All Schemas
m [w] All Object Types
..[] Al Dependencies & E @) & soL | AlRowsFetched: 44in 0.127 seconds
SADDR |{ st |{} ser1aL# [{} auDsID  |paDDR | user# |} usernaME | comma
10000000074E44428 1 32130 0 0000000074AR09B8 0 (null) =
Reports x| B 2 0000000074E41E7T0 2 14826 0 0000000074AA2ADE 0 (null) |
(&) AlReports 3 0000000074E3FSBS 3 12206 0 0000000074AA4BFS 0 (null)
gg ;::NFMRWG 4 0000000074E3D300 4 25301 0 0000000074AADOTE 0 (null)
@ Data Modeler & 5 000000007T4E3AD4S 5 25094 0 0000000074ARSESS 0 (null)
-3 OLAP Reports 6 0000000074E38790 6 57760 0 0000000074AAAFSS 0 5YS
- (@ TimesTen Reports 7 0000000074E361D8 7 18134 0 0000000074AAED1E 0 (null)
EIB'Usu'Defhed Reports 8 D00D0OD00DOT4E33C20 8 12185 0 0000000074ARF198 0 (null)
h 4
................ N PP A PP PR - )
| Line 1 Column 25 | Insert | Modified | Windows: Ct |

12.04.2018
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Setup your environment: Tuning-Client

ul
H
Windows:

Powershell or cnd.exe on Windows: Enable QuickEdit Mode and set the Screen Buffer Size

login.sql: define _editor="start "" "C:\Program Files (x86)\Notepad++\notepad++.exe" -multilnst -
notabbar -nosession’ = SQL-Prompt not blocked.

» Adress the column format issue in sqlplus
Use a terminal software, which allows horizontal scrolling

F7 -> List of commands

F8 -> Complete command
(dhtml = set markup on html
(Axls = set markup on html
(@csv 2 set colsep )"

services
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Setup your environment: Tuning-Client

» Adress column format issue in sqlplus
Use a terminal software, which allows horizontal scrolling
Linux:
Use e.g. the terminal emulator terminator
- https://blog.dbi-services.com/sqlplus-and-its-column-output/

Use rlwrap on Linux
= Included in dbi services DMK
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Setup your environment: Tuning-Client

» Have your scripts available
E.g. use Tanel Poder’s publicly available scripts
https://blog.tanelpoder.com/files/scripts/
https://www.youtube.com/watch?v=tC81PM0O70Dw
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