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Current trends   (1)

• Intel/AMD CPU  performance  is growing fast
• Intel Nehalem  architecture

fast  processors

unexpensive Memory with fast access

• the  level of achievable integration on microprocessors is  steadily climbing
• Westmere : 32nm die +  companion die (GPU/Mem contr)  via QPI

• Sandy Bridge  (1Q11)  32nm all-in-one die
• Up to 3.8 GHz clock speed (Turbo boost)   - Integrated graphics core 
• Improved memory controller (maximum 25.6 GB/s bandwidth ) 
• Up to 8 MB shared L3 cache  - Lower power consumption:  35W-95W for desktop
• 2c and 4c  -- 6c and 8c later  

• Ivy Bridge
• 22 nm die
• 4c replaces 2c variants; up to 16c ���� core number  per die is always increasing. 



Copyright 2010 FUJITSU TECHNOLOGY SOLUTIONS3

Current trends   (2)

• Flash  memory is getting more attractive
• DB (currently at least hot blocks) moves to Memory
• 11 gR2  flash cache will integrate it automatically ;

option is always a manual tuning : moving the hottest segments 
• SSD  delivers around 15 times better performance than HDD
• PCI NAND is up to 100 times faster !!

Parallel PCIe unleashes the full SSD potential 
• PCIe-SSD: 1.5GB/s, 200,000 IOPS 
• x8 PCIe3: 8GB/s, good for 2,000,000 IOPs

• Future  server will most likely have TBs of NAND storage

HDD still stuck at around 200 IOPS
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Current trends   (3)

• with upcoming   40 GbE and 100 GbE

• is Infiniband the right way to go  for network consolidation?

• Network consolidation (IP/SAN) in the Datacenter (DC) reduces
• Number of PCI  cards   (and therefore)

• Cables  and switches

• Power and cooling costs

• Fibre Channel over Ethernet  (FCoE)

• Runs on Ethernet  (Frame)

replaces FC0/1 layer with  Ethernet

• But no like iSCSI on IP (not routable)

• Ethernet extentions for FC  capabilities

• supported by a large number of network 

and storage vendors

• Converged Network Adapters (CNAs)   

contain both functionality 

• Fibre Channel HBA and Ethernet NIC

http://www.redbooks.ibm.com/redpapers/pdfs/redp4493.pdf
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Oracle customer POC   (1)

http://www.nyoug.org/Presentations/2009/Dec/Fluge_Oracle_on_SSD.pdf
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Oracle customer POC   (2)
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Oracle customer POC   (3)
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Intel Nehalem CPU performance - OLTP

� TPC-E - Top Ten Performance Results    As of 7-Nov-2010 12:29 PM [GMT] 

Intel Nehalen 4 socket server are 3 times faster th an the older modells

old
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The main  advantage of TPC-H  for customers is :

- the discounts of the SW licenses have to be published
in the past  :  detailed 
now            :  total          (at least Oracle)  but 50 % !! (Named User Plus for 3 years (for 96 processors)

TPC-H   DWH  benchmark 1

Total 5,220,463          1,376,503
Total Oracle Software, Hardware and Hardware
Maintenance Discount 

(3,298,483)
Notes (Source): 3 Yr. Cost
$3,298,483

QphH @3000GB 198,907.50

$/QphH @3000GB $16.58
All discounts reflect standard pricing policies for the listed components

Pls check the 
Executive Summary

Why is there no  Exadata V2  result  ?
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Oracle achieves a 22% better result by doubling the cores and tripling the licenses.

It could  make sense ! � Still  question the real benefit in your Environment

TPC-H   DWH  benchmark 2

TPC-H - Top Ten Performance Results - Non-Clustered    3 TB Results
Version 2 As of 7-Nov-2010 12:55 PM [GMT]

3 Years ago

3294332 /  64 /   642coreIntel Itanium2 DC 9050 - 1.6 GHz 

64244532 /  64 / 1282coreIBM  Power 6  5 GHz

32219016 /  64 /   644coreIntel Itanium2 DC 9350 - 1.73 GHz 

3225408 /   64 / 1288coreDL980  : Xeon 7560

96155432 / 128 / 2564coreM9000 : Fujitsu SPARC64 2,8 GHz

Oracle EE 
CPU Licenses

Qph H / core
Query per hour  TPCH

(chips / core / threads)Cores /dieSever  /  CPU

http://www.oracle.com/corporate/contracts/library/processor-core-factor-table.pdf

1 TB
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Fujitsu’s best practice

• based on best practice Oracle DWH Infrastructure         

• Define a balanced, modular  building block delivering 
a certain IO throughput per core (e.g. 200 MB/sec)

• scale by multiplying the building blocks (enabled by RAC)
or smaller (grow to full building block)

• supports storage  
snapshots

• tailored to your needs 

• very cost effective

• very flexible
adding SSDs/Disks/Memory

http://ts.fujitsu.com/it_trends/dynamic_infrastruct ures/solutions/oracle_infrastructure/oracle-warehou se.html
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Building block

RX900 S1

Eternus
DX80/ DX90 S1

Brocade
5100 S1

• Create a balanced building  block 
delivering a certain throughput

•Not preconfigured  -- based  on customer needs

•E.g.   Start with 4 CPUs in the 8 socket server

use 4 socket server for smaller  max. Throughput

•Server size is determined by max. Throughput  (GB/sec)

•Recommended

2 node RAC  (least overhead)

at least 200 MB/sec throughput per core

• balanced  means that each layer delivers at least the 
thoughput defined by the cores.

• great if you are CPU Licensed 

• scale ( = x fold of the throughput )
by multiplying ( it x times )    

•grow smoothly  -- doubling  not required
if building block is not full
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Approach 1
• Intel Nehalem  EX 4/8/ sockets server  have enough power

– Comparable to the big SMP Boxes with 128 CPUs  some years ago

– Most DWH will not need Oracle RAC for scalability 

– HA  requirements may increase
• active/active cluster for a downtime below 5 min   (Data Guard)

– RAC is more complex and has some overhead

– Higher skilled IT  consultants  needed

– enables you to introduce RAC later on after getting some experience.

• Exadata has the flash cache only in the storage cell

– Parallel Query (PQ) is spread to the storage cell

– PCI  flash cards  are much faster and  plugged-in into the DB server

– in most cases: local PQ  may be enough then and is still the fastest.
In-box solution.

– Save your investments in Enterprise storage by adding 
PCI  flash or flash storage  (e.g. RAMSAN)

• OLTP:  everybody has  done storage consolidation

– Build in  flash cache in the DB server  (PCI flash) later on

– PQ runs  just on one (DB) server

– use the same DR approach as in the current solution if wanted (DG)
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• Use  8Gb FC  dual ported HBAs (and 10Gbit  for RAC heartbeat)
– as Oracle requires a redundant switch for the Heartbeat 

active /passive bonding of 10Gb and 1 GB would require onlye one 10Gb switch.

– At least 700 MB/sec per Port = 1400 MB/s per HBA  (dual ported PCI card)

– Relates to 7 cores based on 200 MB/sec

• Preferred scale out storage is DX80/90

– avoids bottlenecks due to max. IOPS / (enterprise) system 

– Additional usage  of SSDs improves read/write  performance

– Supports  snapshotting and cloning (requires multiple of net storage capacity)

Flash Cache addedHDD only

-86%

x2.4

Adding Flash Cache improves performance

Throughput

Response time

~50% reduction*

Power consumption

More than
16 times*

Random access performanceFJ tests with M3000 and DX80 (HDD/SSD array)

Approach 2
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Customer Benchmark       November 2009

• Server  Replacement
8 x  Itanium (single core, 1.67 GHz) , 128 GB RAM

• Using a comparable Storage config
to be able to compare the server performance

• Based on  customer data ,  given tests
and its run time on current HW

• 5 times better  run time performance was required
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� Hardware
� Server RX600 S5   

• 4x 8 Core x7560 (2,2 GHz / 24MB Cache) CPU

• 160 GB Memory

• 4x Dual Port 8Gbit FC Emulex

� ETERNUS DX8000
• 128 Gbyte Cache

• 128 Disks

• Raid 1 

• 146 GB / 15k rpm

• Oracle 11.1.0.7.0

• RedHat EL 5.4 (x86_64)

8x FC

8x FC

DX 8000
ETERNUS Compatibility Lab

DCX-4S

RX600 S5

Customer Benchmark       New config
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� Tests  run in average 10 times faster

� 4 times mores cores and each core is at least 2 times faster
but  Mem/core  worser (PQ could not be fully exploited)

� Bigger write cache helps  for loading

� Only tuned by changing  parallel degree  of tables

� Very easy and fast achievment of the requested performance.
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Test Current time Expected Time Actual Time Perfomance 
Boost

loading 01:05:20 00:13:00 00:04:42 13

analytic_query 00:03:15 00:01:15 00:00:31 6

Weekly_run 00:20:15 00:04:00 00:02:25. 8

adhoc_query 1 00:01:38 00:00:20 00:00:03 32

adhoc_query 2 00:01:19 00:00:15 00:00:08 9

adhoc_query 3 00:11:20 00:02:16 00:00:42 16

Customer Benchmark       test results
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Next Steps

Kontakt:
expert.oracle@ts.fujitsu.com

wolfgang.hoefer@ts.fujitsu.com

Telefon: +49 (0) 89 3222 2337

Mobil: +49 (0) 171 5517247
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Fujitsu Germany Milestone Planning & Next  Steps

1. Org Structure : 
• ORACLE to be part of German business plan and business review system

• Grow existing ORACLE team by 5 headcounts (2 Architects & 3 Business Developers)

• Dedicated ORACLE team with dedicated measurement & commission plan for ORACLE (TDS as delivery unit)

• Delivery readiness for all Portfolio Elements need to be in place (e.g. ORACLE Hosting ,..)

• ORACLE Task Force support 

2. Actions for a jump start
• Implement  Hosting expertise to push building a pipeline

• Execute coordinated lead generation program based on market evaluation
• Account  plan for Top ORACLE accounts

• Execute AURORA campaign – expand focus to new customers for Fujitsu

• Intensify cooperation with strategic partners especially for  service oriented ORACLE biz (e,g, BearingPoint )

3. Executive support and “Go”
• Country & business unit management buy in required

Mai

Account Planning

Start immediate 
Actions from decision 

to execution

Team in place, 
Adopt business 

management system 
Go/ NoGo for 

ORACLE Biz Plan

Start regular 
execution of ORACLE 
Business Core Team 

Approach

August SeptemberJune


