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~ Currenttrends (@)  Rjisu

* Intel/AMD CPU performance is growing fast
* |ntel Nehalem architecture

fast processors

unexpensive Memory with fast access

« the level of achievable integration on microprocessors is steadily climbing

* Westmere : 32nm die + companion die (GPU/Mem contr) via QPI
e Sandy Bridge (1Q11) 32nm all-in-one die
* Upto 3.8 GHz clock speed (Turbo boost) - Integrated graphics core
* Improved memory controller (maximum 25.6 GB/s bandwidth )
* Upto 8 MB shared L3 cache - Lower power consumption: 35W-95W for desktop
e 2cand4c -- 6¢ and 8c later

* |vy Bridge
22 nmdie
* A4creplaces 2c variants; up to 16c¢ core number per die is always increasing.

Willamette Released Canceled Future: Microarchitecture name

Northwood——Prescott— Tejas —MNehalem
L L. cedarmill
Prescott-2M— Cedar Mill
Smithfield— Presler

Coppermine— Tualatin—~Banias—— Dothan—ﬁ‘l‘bnahP‘
P&

MetBurst

Haswell
Haswell— Rockwel

Core
Conroe—— Wolfdale
kentsfield— Yorkfield

Mehalem Sandy Bridge
Nehalem——Westmere—|Sandy Bridge— vy Bridge

| 180 nm 130 mm | 90 nm G5 nm | 45 nm | 32nm | 22nm | 1enm |
Atom
Silverthorme— Lincroft
Diamondville—Pineview— Cedarvie
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~ Currenttrends @)  Rjisu

- Flash memory is getting more attractive

* DB (currently at least hot blocks) moves to Memory
11 gR2 flash cache will integrate it automatically ;

option is always a manual tuning : moving the hottest segments
SSD delivers around 15 times better performance than HDD

PCI NAND is up to 100 times faster !!
Parallel PCle unleashes the full SSD potential
 PCle-SSD: 1.5GB/s, 200,000 IOPS
 x8 PCle3: 8GB/s, good for 2,000,000 IOPs

Future server will most likely have TBs of NAND storage

10,000,000
1,000,000

100,000

I0PS
10,000

HDD still stuck at around 200 IOPS

1,000 §

100

2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012

Year

Copyright 2010 FUJITSU TECHNOLOGY SOLUTIONS



~ Currenttrends 3)  Rjisu

- with upcoming 40 GbE and 100 GbE

* is Infiniband the right way to go for network consolidation?

* Network consolidation (IP/SAN) in the Datacenter (DC) reduces
* Number of PCI cards (and therefore)

e Cables and switches

» Power and cooling costs

* Fibre Channel over Ethernet (FCoE)

http://www.redbooks.ibm.com/redpapers/pdfs/redp4493.pdf

Destination MAC Address
* Runs on Ethernet (Frame) |
] Source MAC Address
replaces FCO/1 layer with Ethernet (IEEE 802.1Q Tag)
« Butno like iSCSI on IP (not routable) ET = FCoE | ver | Reserved
_ o Reserved
» Ethernet extentions for FC capabilities Reserved
« supported by a large number of network Reserved [ soF |
Encapsulated FC Frame
and storage vendors “n';u et
» Converged Network Adapters (CNAS) EOF | Faciried
contain both functionality Ethemet FCS

e Fibre Channel HBA and Ethernet NIC
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~Oracle customer POC (1)  rjjisu

Read intensive test results
Large random reads MBPS

FusionlO shows highest transfer rate 700MBPS
SANSSD performance is limited due to the HBA card speed (2Gbps)

Read intensive Data transfer rate - large block size (1MB)

800
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/.-
500
. 500 —+ SAN RAID5
E 400 —— FusionlO
e SANSSD

300 —
200 /

100 g
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Cutstanding Async 'O Requests

i
15 BankofAmerica *#* Higher Standards

http://www.nyoug.org/Presentations/2009/Dec/Fluge_Oracle_on_SSD.pdf

5 Copyright 2010 FUJITSU TECHNOLOGY SOLUTIONS



~Oracle customerPOC (20  rjjisu

Read intensive test Results

Small sequential reads IOPS

FusionlO shows highest transfer rate 39,000 IOPS
SANSSD performance is limited due to the HBA card speed (2Gbps)

Read I/Q throughput - Small size read (8k)
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~Oracle customerPOC 3)  rijisu

Read Latency Write data transfer large blocks: 1MB block size random writes
10 60! Write data transfer large blocks: 1MB block size random writes

8 e 500 goo
o - I S—
2 5 / —+— SAN raid5 400 spo
g \‘,4\/.\'_/ _= FusioniO @ /\‘—k——‘— . A~
§ 1 g o a0 ==l
E SANSSD kd J -/.\I/ —a— FusionlO

21— g 200 & 300 _ —=— SAN RAIDS

=
M SANSSD
0 T T T T T T 100 200 /
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100

Outstanding Asynch /0 Request

0 5 10 15 20 25 30
Outstanding Async /0 Requests

Sample database operations tested and timed. For Export, Import,
RMAN backup and restore, disk storage was used to hold the dump
files and RMAN backups.

Scalable Hardware Read Intensive - 800 users

Operation FusionlO SANSSD SAN RAID

Export 65minutes T0minutes §0minutes 1
Import 40minutes 60minutes 120minutes 2:
Index creation 20minutes 30minutes 45minutes ey
RMAN backup 30minutes 40minutes 60minutes e
RMAN restore 65minules 90minutes 130minutes 1

180 3950 NMA HP ELGROC 18 3850 Dell & SANHID  Dell &Fusioni0SSD  Dell & SANSSD
Plattorm Configuration

. FusionlO tests

— Temporary and Undo tablespaces placed on SSD showed
20% i i i tion

Application Data load. Placing application schema on SS
showed 60% improvement over the original load time
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Intel Nehalem CPU performance - OLTP FUﬁTSU

TPC-E - Top Ten Performance Results

Intel Nehalen 4 socket server are 3 times faster th

As of 7-Nov-2010 12:29 PM [GMT]

an the older modells

Processors /
Date

Submitted

Performance System

Cores /
Avwailability :

PHce ApsE |Watts /tpsE Database Operating System

(tpsE)

Threads

Microsoft SQL Microsoft Windows
Server 2008 R.2 Server 2008 R.2
1 PRIMERGY R=x200 =51 3,800,00 |)245.82 Us5D ME. io/01/10 g8 64 ) 128 o9/z4/10
FU]{I)TSU ) F0L Datacenter Dratacenter Edition d d f24f
Edition
Microsoft SQL Microsoft Windows
Server 2008 R2 Server 2008 R2
2 PRIMEQUEST 1500E 3,800,00 )2832.03 UsD ME. io/01/10 g8 64 ) 128 10/26/10
FU]{I)TSU “ ) B Cratacenter Datacenter Edition i i e
Edition
Microzoft SOL Microzoft Windows
Server 2008 R.2 Server 2008 R.2
3 MNEC [MEC ExpresssE00/a1080a-E 3,141.76 | 765,92 USD MR 07/30/10 - g/ 64/ 128 | 03/30/10
Cratacenter Datacenter Edition
Edition
Microsoft SQL Microsoft Windows
Server 2008 R.2 Server 2002
4 FUﬁTSU PRIMERGY Rx&00 55 2,046,96 | 193,68 USD MR 0%/01/10 . N . oef1g/10
Enterprize Edition |[Enterprize Ed x&4
R.2
i ft SQL
Slcrnsnznng . Microsoft Windows
arvar
5 IBM Systern x3850 x5 2,022,64 | 355.02 USD MR 07/30/10 _ "% |server zoos Rz 4/ 32/ 64 03/30/10
Enterprize Edition . N
Enterprize Edition
Micrazoft SOL
. Microsoft Windows
» Unisys ES7000 Model 7E00R Server 2008 R2
e . 2,022,664 | 382.33 UsD ME. o7 30/10 Server 2008 R.2 4 0 327 64 oFfo9/10
UNISYS 52 Enterprise Server 4s ety Enterprize Edition . N i i ALY
Enterprize Edition
Microsoft SQL Microsoft Windows
» Unisys ES7000 Model 7E00R > Seryer 2008 R2  |Server 2008 R2
& . 2,012.77 |)958.23 UsD ME. 05/06/10 16 f 96 f 96 11702709
UNISYS Enterprise Server (165) Datacenter Datacenter Edition
Edition
old
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" TPC-H DWH benchmark1  fuirsu.

The main advantage of TPC-H for customers is :

- the discounts of the SW licenses have to be published

in the past : detailed
now . total (at least Oracle) but 50 % !! (Named User Plus for 3 years (for 96 processors)

Total 5,220,463 1,376,503
Total Oracle Software, Hardware and Hardware

Pls check the Maintenance Discount

Executive Summary (3,298,483)

Notes (Source): 3 Yr. Cost
$3,298,483

QphH @3000GB 198,907.50

$/QphH @3000GB $16.58
All discounts reflect standard pricing policies for the listed components

Why is there no Exadata V2 result ?
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TPC-H DWH benchmark 2

[0
FUJITSU

TPC-H - Top Ten Performance Results - Non-Clustered 3 TB Results

Version 2

As of 7-Nov-2010 12:55 PM [GMT]

3,000 GB Results

Hm

System
Price / QphH|Watts /KQphH Database Operating System
.Flvallahlllty

ORACLE Eun SFARC Entarprise MIOOE £,58 USD 04/0%5/11 [orade patabase 115 Release 2| Sracle Solaris 10 10705/
Server‘ Enterprise Edt, S EEIETE
. m . IR = e - 10/13/10 Micrasoft SQL Server 2008 R2 Micrasoft Windows Server 200 06/21/10
i R e s SRRk ! ' Erterprize Edition R2 Enterprise Edition
2 | £ Sl LIEI A B L S 156,537| 2o.ep uso MF. 11724709|7¥E3e= 1Q Single Application A1 Version 6.1 11724709
=] 9119-FHA Server Edition ».15.1 ESD #1.2
3 Years ago \ 1
. m . 4 e | e I e os/zi/a7 Microsoft 5L Server 2005 Enterprise |Microsoft Windows Server 2003 e
Y LA R e e : ' Edt Ttaniurn SP2 Datacenter Ed, (64-bit)5P1
Sever / CPU Cores /die (chips / core / threads) Qph H / core Oracle EE
Query per hour TPCH CPU Licenses
M9000 : Fujitsu SPARC64 2,8 GHz 4core 32/128/256 1554 96
DL980 : Xeon 7560 8core 8/ 64/128 2540 32
IBM Power 6 5 GHz 2core 32/ 64/128 2445 64
Intel Itanium2 DC 9050 - 1.6 GHz 2core 32/ 64 /] 64 943 32
Intel Iltanium?2 DC 9350 - 1.73 GHz 4core 16/ 64 | 64 2190 32 1TB

Oracle achieves a 22% better result by doubling the cores and tripling the licenses.
Still question the real benefit in your Environment

It could make sense !

http://www.oracle.com/corporate/contracts/library/processor-core-factor-table.pdf
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[0
FUJITSU

Fujitsu’s best practice

» based on best practice Oracle DWH Infrastructure

» Define a balanced, modular building block delivering
a certain IO throughput per core (e.g. 200 MB/sec)

« scale by multiplying the building blocks (enabled by RAC)
or smaller (grow to full building block)

° S u p po rtS Sto rag e Oracle Warehouse Oracle Wareh ouse Ovacle Warehouse Dracle Warehous e
Best Practice Architecture Best Practice Architecture Best Flmciice Architecture Best Practice Architecture
S n aps hotS XSmall {about 8 TB) Small fabout 13,5 TH) Madium {abeut 27 TB) Large {about 54 TE)

» tailored to your needs

b

L
| -

|
b

* very cost effective

LG

« very flexible
adding SSDs/Disks/Memory

http://ts.fujitsu.com/it_trends/dynamic_infrastruct ures/solutions/oracle_infrastructure/oracle-warehou se.html
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Building block

©
FUJITSU

RX900

Brocade
5100

Eternus
DX80/ DX90

» Create a balanced building block
delivering a certain throughput

*Not preconfigured -- based on customer needs
*E.g. Start with 4 CPUs in the 8 socket server
use 4 socket server for smaller max. Throughput
*Server size is determined by max. Throughput (GB/sec)
*Recommended
2 node RAC (least overhead)
at least 200 MB/sec throughput per core

» balanced means that each layer delivers at least the
thoughput defined by the cores.

o great if you are CPU Licensed
» scale ( = x fold of the throughput )
by multiplying (it x times )

egrow smoothly -- doubling not required
if building block is not full
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Approach 1 FUJITSU

* Intel Nehalem EX 4/8/ sockets server have enough power
— Comparable to the big SMP Boxes with 128 CPUs some years ago
— Most DWH will not need Oracle RAC for scalability
— HA requirements may increase
» active/active cluster for a downtime below 5 min (Data Guard)
— RAC is more complex and has some overhead
— Higher skilled IT consultants needed
— enables you to introduce RAC later on after getting some experience.

 Exadata has the flash cache only in the storage cell

— Parallel Query (PQ) is spread to the storage cell

— PCI flash cards are much faster and plugged-in into the DB server

— in most cases: local PQ may be enough then and is still the fastest.
In-box solution.

— Save your investments in Enterprise storage by adding
PCI flash or flash storage (e.g. RAMSAN)

e OLTP: everybody has done storage consolidation

— Build in flash cache in the DB server (PCI flash) later on
— PQ runs just on one (DB) server
— use the same DR approach as in the current solution if wanted (DG)
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Approach 2 FUJITSU

« Use 8Gb FC dual ported HBAs (and 10Ghit for RAC heartbeat)

— as Oracle requires a redundant switch for the Heartbeat
active /passive bonding of 10Gb and 1 GB would require onlye one 10Gb switch.

— At least 700 MB/sec per Port = 1400 MB/s per HBA (dual ported PCI card)

— Relates to 7 cores based on 200 MB/sec

* Preferred scale out storage is DX80/90

— avoids bottlenecks due to max. IOPS / (enterprise) system
— Additional usage of SSDs improves read/write performance
— Supports snapshotting and cloning (requires multiple of net storage capacity)

 — Throughput
* Response time X2.4
[l/-se% l
More than ~50% reduction*

HDD only Flash Cache added 16 times®

Power consumption

Adding Flash Cache improves performance
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Customer Benchmark November 2009 FUT?TSU

Server Replacement
8 x Itanium (single core, 1.67 GHz) , 128 GB RAM

« Using a comparable Storage config
to be able to compare the server performance

 Based on customer data, given tests
and its run time on current HW

» 5 times better run time performance was required
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Customer Benchmark New config FUﬁTSU

Hardware

Server RX600 S5

» 4x 8 Core x7560 (2,2 GHz / 24MB Cache) CPU
* 160 GB Memory
DX 8000

» 4x Dual Port 8Gbit FC Emulex ETERNUS Compatibility Lab

8x FC

ETERNUS DX8000 L
DCX-4S

» 128 Gbyte Cache

o 128 Disks
* Raid 1
* 146 GB / 15k rpm

8x FC

. Oracle 11.1.0.7.0
. RedHat EL 5.4 (x86_64)
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Customer Benchmark test results FUﬁTSU

Tests run in average 10 times faster

4 times mores cores and each core is at least 2 times faster
but Mem/core worser (PQ could not be fully exploited)

Bigger write cache helps for loading
Only tuned by changing parallel degree of tables

Very easy and fast achievment of the requested performance.

Test Current time Expected Time  Actual Time Peréoorggtnce
loading 01:05:20 00:13:00 00:04:42 13
analytic_query 00:03:15 00:01:15 00:00:31 6
Weekly run 00:20:15 00:04:00 00:02:25. 8
adhoc_query 1 00:01:38 00:00:20 00:00:03 32
adhoc_query 2 00:01:19 00:00:15 00:00:08 9
adhoc_query 3 00:11:20 00:02:16 00:00:42 16
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Next Steps FUJITSU

Kontakt:
expert.oracle@ts.fujitsu.com

wolfgang.hoefer@ts.fujitsu.com
Telefon: +49 (0) 89 3222 2337
Mobil:  +49 (0) 171 5517247
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shaping tomorrow with you



