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Introduction

Oracle Grid Infrastructures across platfornsoftware bundle, whichan be installed for a cluster as
well as standalone server arwhsists of two softwangroducts

A Oracle Clusterware— cluster manageand the basis foOracle cluster resource high
availability (e.g.: resourcestart/stop, monitoringplacement Oracle Clusterwareis the
requiredsoftwae for Real Application Cluster arIAC One Node databasdts can also be
used as a basfsr a failover database cluster as well as user defined cluster resadrces.
standalone server th@racle Restartcan be used(Oracle Clusterwareversionadopted for
non-cluster systems).

A Oracle Automatic Storage Management (ASNtgical volume managexhich groups ASM
disks into disk groups, controls features like mirroring, stripredpalancingand delivers the
necessary metadata (extent map) to the Oracle database processes. It simplifies the storage
management for Oracle database clusters as well asIstamdgstems.

The history begann 2004 with the version 10g Release 1 and timroduction ofOracle Cluster

Ready Servicegrenamed in the version 10.2 to Oracle Clusterwane)l Automatic Storage
Managementin the continuousdevelopment of those prochs, especially worth mentiang is the

version1lg release 2 and 12elease 1which significantly changed and improved the amtture

and the features behind it.

In the vesion 119 elease 2 Oracle h&sindled Clusterwarand ASM into one producOracle Grid
Infrastructure This is the firstversionin which only one Oracle Homés usedfor both software
stacks, in contrast to the eldreleasesThe versionhasintroduced many new concepts likslicy
Cluster, Server Pools,rl@ Naming Service (@S), Single Client Access Nam&CAN) and many
others,which shouldease the managememéduce hardcodingnd allowfor more flexibility for a
database cloud.

In the currentversion12c elease 1, Oracle hagainintroduced many new featurasdarchitectual
changes.This paper describes the most importarchitectural changes in the current Grid
Infrastructure releaseespecially changes which might be relevantd should be considerdxfore



upgradng from an older release @reparinga new installatin.Gener i ¢ c han bagean whi ch
important impact on the architecture design of your Grid Infrastructure instafatqpmew command
syntax, support for more ASM disk group per clustée.) will not be discussed here.

Standard Cluster with Standard ASM
Thefirst of the availablesrid Infrastructurearchitecture which you can use in theersionl2c release

1 is aStandard Cluster with Standard ASHasically, the architecture looks like a pre 18rid
Infrastructureversion,without any signiftant change&s depicted in the illustratior).1
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Illustration 11 Standard Cluster with Standard ASBfchitectureoverview

The cluster configuration moa&n be queried as follows

crsctl get cluster mode config
Cluster is configured as "s tandard"

The ASM configuration modé¢"Flex mode disablédmeanst is aStandard ASMonfiguration)

asmcmd showclustermode
ASM cluster : Flex mode disabled

As depicted in the illustration in this architecture Ia cluster nodesequire acces$o the shared
storage and are calledwHUB nodes.

crsctl get node role status i all
Node 'cldb01' active role is 'hub'
Node 'cldb02' active role is 'hub'

ASM instance, as irthe older releasesis a local resource. It meartise ASM instance will be
configured and started automatically on all current &umdre (addNodg cluster nodesThe same



applies if some nodes will be removed fromcluster— the ASM resourceconfigurationwill be
adoptedautomatically ASM instance delivers only the metaaformation about the files stored in
the disk groups, the /O calls will be performed directly to the block deiteelf by the database
processesin this architecture |RASM local clients connect tthe ASM using theOracle Bequeath
NT Protocol(bypassing théistener process).

Specific characteristioof this architecture is the local resource hard dependency between the ASM
instance/disk groups and the ASM clients. ASM instance crash will leal itmmediatecrash of all

its local clients (e.g. database instances, file systme@lon ADV M, c Mypidal eample, ...) .
error message from a database instance alert log file:

NOTE: ASMB terminating

ORA 15064: communication failure with ASM instance
ORA03113: end - of - file on communication channel
Instance terminated by ASMB , pid =441 1

Also, you will not be able to stathelocal clients,if the local ASM instancegor some reasonss not
up and runningSome planned maintenance tagkg. dccommissioimg old ASM disks) mightalso in
some caseraiseproblens (processes not releasi inodes orthosedevices)and trigger theneedto
restartthe ASM instance and all its local cliemisa server.

In this architecture dr the network communication two separate network segraestsed:
A public network for thedatabaselient connedavity
A private networknonrouted LAN used forinterconnect traffic lfeartbeats, RAC cache fusion
andthecluster coordination

Standard Cluster with Standard AS8tthe default architecture after upgrade from an older release. At
a later time, you carnoavertit to:

A Standard Cluster with Flex ASM

A Flex Cluster with Flex ASM

Standard Cluster with Standard ASM — Use Case

Small2-nodesstaticdatabase clustevith the following characteristics:

A No plans (e.g Standard Edition) to extend the cluster

Lesscomplexity (cluster resources) than other architectures

Lessmemory/CPU usage than other architectures

Thelocal hard dependendyetween database instance and ASM instance/disk groups is not
that critical

> > > >

Standard Cluster with Flex ASM

It is a new arcitecture introduced with theersion12c release 1As in the previous one, all cluster
nodes(HUB nodes)still need a direct access to the shared stotagdghe speciatharacteristigs that
the ASM insance is now a cluster resource and does nottoemh on every cluster node.


http://dict.leo.org/#/search=specific&searchLoc=0&resultOrder=basic&multiwordShowSingle=on
http://dict.leo.org/#/search=characteristic&searchLoc=0&resultOrder=basic&multiwordShowSingle=on
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lllustration 21 Standard Cluster with Flex ASMarchitectureoverview
The cluster configuration modeth this architecture t t t l—

crsctl get cluster mode config
Cluster is configured as "standard"

ASM ASM ASM

The ASMconfiguration mode:

asmcmd showclustermode
ASM cluster : Flex mode enabled

The default cardinality for the ASM instance resource iBh#s meansthere are at maximum 3 ASM
instances per clustén the default configuration, independent of the amaiirdiuster nodedn case

of a server crash with arctive Flex ASM instance to fulfill the target cardinality- the cluster will
start a new ASM Flex instance on anotlewrilable cluster nodeghle name of the crashed and new
ASM instance will not be #hnsamethough).

Because the ASM instance is not always available on all cluster nodes, there is a change in the way the
clients connect to the ASM instance. All local clients still connect to ASM usinQithee Bequeath

NT Protocol(bypassing the lisiher process). However, all remote clients connect usingGiwéIP

NT Protocol viaa newASM Listenerprocess (a new resource started on every HUB node in a
cluster). For this architecture to work, the ASM password file :é@de placed in a disk group
(shared storage) and the disk group ASM compatibility (compatible.asm) need to be set to at least the
version12.1.0.0.0 In this configuration the ASM password file is a critical cluster component and
need a special attention (backup/recovefyr detaik see paragrap&SM Password File

srvctl config asm

ASM home: <CRS home>
Password file: +GRID/orapwASM
ASM listener: LISTENER



ASM instance count: 3
Cluster ASM listener: ASMNET1LSNR_ASM

You can manually changéncrease/decreaséhe ASM instancecardinality; howeverthe lowest
possible value is:2

srvctl modify asm -count 1l

PRCA1123: The specified ASM cardinality 1 is less than the minimum
cardinality of 2.

In contrast toStandard ASMthe 12c ASM client resource dependeniy this architecturaloesno
longeruse a hard local dependency, but rather a globalFmreexample, @atabase instance will be
able to start, if any node mcluster is able to provide the ASM instance services as well axtess
to the necessa®ySM disk groups. Exaple for start dependency for a database instance:

START_DEPENDENCIESwrd ( global:uniform :ora.U01.dg, global:uniform
ora.u02.dg) pullup (global :ora.u02.dg, global :ora.u01.dg)

This howevemppliesonly to 12c¢ clients. If you usen older database releaséhwFlex ASMyou need
to change the ASM cardinality #iLL (or set it to the current amount of nodesiter increasing the
cardinalitythe ASM instancgs) will be started automatically on the appropriate risdiemn orderto
achieve the desiremimount of nstances.

srvctl modify asm - count ALL

The remote client connect witle performed using theASM service registered with the new ASM
listener processesThe ASM automatic service crosegistration will be performed using the
LISTENER_NETWORKASASM instance parametgiintroduced inthe versionll1.2) anda newasm
network

+ASM1 +ASM?2 +ASM3 LISTENER_NETWORKS
ASM ASM ASM ASM
Listener Listener Listener Listener

Illustration 37 +ASM service registration.

The parameter will be automatically modified by thraagentprocess in memory, after each ASM
cluster reconfiguration (node gin/leave) The service will be registered withll ASM listener
processes running dhe clustenodes Example from thé-lex ASM alert log file:

ALTER SYSTEM SET listener_networks='((NAME=ora.ASMNET1LSNR_ASM.Isnr)
(LOCAL_LISTENER="(DESCRIPTION=(ADDRESS=(PROTOCOL=TCP)(HOST%0.10.0.2
6)(PORT=1522)))")( REMOTE_LISTENE®'(DESCRIPTION=(ADDRESS=(PROTOCOL=T
CP)(HOST=10.10.0.27 )(PORT=1522)))")),'((NAME=0ra. ASMNET1LSNR_ASM.ls

nr)( REMOTE_LISTENER'(DESCRIPTION=(ADDRESS=(PROTOCOL=TCP)
(HOST=10.10.0.25 )(PORT=1522)))")) ','((NAME=ora.ASMNET1LSNR_ASM.lIsnr)
(REMOTE_LISTENER'(DESCRIPTION=(ADDRESS=(PROTOCOL=TCP)(HOST£0.10.0.
26)(PORT=1522)))"))' SCOPE=MEMORY SID="+ASM2";



The remote ASM communication will be carried out on dsen networkDuring the installation(or
afterwads) you can configure a separate network for this purddeein the example below:

ASM Network
: ‘&‘v |
Private Network
K >

lllustration 41 A separatéASM network

oifcfg getif

bond0 192.168.122.0 global public
bondl 10.10.0.0 global cluster_interconnect
bond2 20.20.0.0 global asm

The other option would be to usthe private network (cluster interconnedr the asm
communication- which issufficient for most deployments, as in the example below:

oifcfg getif

bond0 192.168.122.0 global public
bondl 10.10.0.0 global cluster_interconnect,asm

The Flex ASM architecturalso change the wayASM Dynamic Volume ManagefADVM) and
ASM ClusterFile System(ACFS communicate with an ASM instance. ADVM and ACkf8al as
well asremote clientso longer connect toan ASM instancedirectly, butalways via a new ASM
Proxy instance, whichas been introduced in theclZlease Yersion as new local resource (started
automatically on all HUB nodes)lhe new ASM proxy instance name convention is +APX[n]

+ASM1 =

T

+APX1 +APX2

ASM LSNR

Illustration 57 A new ASM Proxy instance

There is a behavior change regarding the automatic start of the ASM proxy instatiee11.0.1
version, the ASM mxy instanceis started automttically directly after the Grid Infrastructure
installation on all cluster HUB nodemdependenthof whether you need it or noin the 12.1.0.2
version the ASM proxy instance will be startadtomaticallyonly if necessary, i.e. after the first
ADVM creation ina cluster

srvctl status asm i proxy

ADVM proxy is running on node
clflexdb04,clflexdb01,clflexdb03,clflexdb02

The ASM proxy instance does not use any persistent filgswill be started in NOMOUNT mode and
usedefaultsettings foISPFILE paameters

A memory_target=1076M
A instance_type = ASMPROXY
A cluster_database = FALSE (it is not a cluster, like ASM)



Crash of a local ASM poxy instance will lead to a failure of atidal file systems based on ADVM.

In contrast tcStandard ASMonfiguration,the Flex ASMinstance crash wilhotlead to a crash of its
local/remote clientsAfter a failure all affectedclients will re-connect smoothly to thieastloaded
availableFlex ASMinstance Example fom a database instance alert log file:

NOTE: Flex client id 0x10001[ RAC2:RAC_SITE1] attempting to
reconnect
NOTE: registered owner id 0x10001 for RAC2:RAC_SITE1 (reconnecting )

During a client connect or reonnect ASM uses connedime loadbalancing— runtime load
balancingis notused Thoughloadbalancing(re-locaing a client tothe leag-loaded ASM instange
might be triggered manually. During a clientloeate, the client connection will be terminated and the
client will failover to theleastloaded instance. If the current instance is alrahdyleast loaded one,
the client will failover to the sam&SM instance.

SQL> alter system relocate client ' - MGMTDB:_mgmtdh
System altered.

With this architecture lanned maintenance tasks (e.gcdmmissioimg old ASM disls) are fully
transparentor the clients. ASMinstance can be relocated manually to othetesion a cluster- the
client connections will be transparently terminated and failed over to other available instance.

srvctl relocate asm - currentnode clflexdb02 - targetnode clflexdb01
Exanple fromthe ASM alertlog file:

NOTE: client +APX3:+APX: clflexdb should failover
NOTE: client +APX4:+APX: clflexdb should failover
NOTE: client - MGMTDB:_mgmtdbclflexdb should failover
NOTE: client RAC2:RAC_SITEZ1: clflexdb should failover

The ASMinstanceaelocaton will not work, if you try to relocatdSM Flex instance currently used by
the OCR Writer

PRCR 1106 : Failed to relocate resource ora.asm from node clflexdb03

to node clflexdb04

PRCR 1089 : Failed to relocate resource ora.asm.

CRS 5027: The AS M instance on node "clflexdb03" cannot be stopped
because it is currently being used by Cluster Ready Services .

As a workaroungdrestart the crsd.bin process on the OCR Writer node, whichintghnally force a
relocate for the OCR Writer to othavailable cluster node. After thayou canre-execute the relocate
command successfully.

crsctl stop res ora.crsd iinit  ; crsctl start res ora.crsd - init
CRS 2673: Attempting to stop 'ora.crsd' on ‘clflexdb03'

CRS 2677: Stop of 'ora.crsd’ on ‘clflexdb03' succe eded

CRS 2672: Attempting to start 'ora.crsd’ on ‘clflexdb03'

CRS 2676: Start of 'ora.crsd' on 'clflexdb03' succeeded



TheStandard Cluster with Standard ASNnfigurationcanbe converedat a later time to
A Flex Cluster with Flex ASM

You cannot convefElex ASMto Standard ASMwithout cluster reconfiguration

Standard Cluster with Flex ASM — Use Case

This architecture isustable formost of the Oracle database cluster deploymeyvith the following

characteristics:
A More flexibility/high availability with 12c clients- global cluster resource dependency

~ between databasestance and ASM instance/disk groups
A Onesharednetwork for ASM and cluster interconnect

The question isdoes it makesenseto useFlex ASMf o r Small@-nodesstaticd at abase cl us:H
category?The answer depends, on hawmportant is the loal hard dependendyetween databasad
ASM instance/disk groups for yoli it is critical for your environment, it makes sense to activate the

Flex ASM featurs.

Flex Cluster with Flex ASM

Thearchitecture introduced with theersion12c release s something completely newot only has
the ASM functionality changed, balso the Clusterwarfeatureshave beenconsiderablyextended.
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Illustration 77 Flex Cluster with Flex ASM architecure overview

The cluster configuration mode with this architecture:

crsctl get cluster mode config
Cluster is configured as type "flex"


http://dict.leo.org/#/search=considerably&searchLoc=0&resultOrder=basic&multiwordShowSingle=on

The ASM configuration mode:

asmcmd showclustermode

ASM cluster : Flex mode enabled @
A Flex cluster uses two tgs of nodes
A HUB nodes- shared storage must be accessible / \
A LEAF nodes-shared storage is not necessary / l
crsctl get node role status Tall
Node ‘clflexdb01’ active role is 'hub’
Node ‘clflexdb02' active role is 'hub’
Node ‘clflexdb03' active role is 'hub’ t t t
Node ‘clflexdb04' active role is 'leaf"

The cluster HUB nodes can be used to host cluster resources like in a pre 12c cluster (databases,
ACFS, host VIPs, etc.). The clustdB nodeshave the following characteristics:

A Look like pre 12c cluster nodesshared storage is required

A There is a mximumof 64 nodes per cluster

A Anyway, rode IDs <199> are reserved for HUB nodes

The maximum amount of hub nodes in a cluster igeidby theClusterwarehubsizeparametewhich
is set to a default 32.

crsctl get cluster hubsize
CRS 4950: Current hubsize parameter value is 32

If you try to start more HUB nodes, than the defined maximum, the OCSSD process will terminate
andwill not allowstartingmore HUB nodes than the defined maximum.

[OCSSD(14573)]CRS -1665: maimum number of cluster Hub nodes reached;
the CSS daemon is terminating

The clustel.EAF nodescan be used to host applications, especially if we need to create dependencies
between them and othexisting cluster resources. The clusteEAF nodeshave he following
characteristics:

No shared storage oessary

Connect to the cluster through the HUB nodes

Separate VIP#r applicationcan be created (additional netwarked to be manually creajed
The first LEAF rode will have a node ID 100

Currently no database instas@an be started on a leaf nottawever, Oracle creat@snew
default listener resource LISTENER_LEA¥ring the installation on the 1/ nodes which
are nao actively usedn the current 12.1.0.2evsion and seems to be reserved for future
releases.

> v > > D

srvctl status listener - LISTENER_LEAF
Listener LISTENER_LEAF is enabled
Listener LISTENER_LEAF is not running



You can manually change the node role from HUB to LEAF or-varsa. After the change yaeed
to restart the OHAB software stackdsctl stop cri If you change the role for a HUB node do
LEAF, the host VIP will be relocated to otterailableHUB node.

sudo crsctl set node role leaf

CRS 4408: Node ‘clflexdb04' configured role successf ully changed;
restart Oracle High Availability Services for new role to take

effect.

To implementaFlex Clusterthe following prerequisiteseed to be fulfilled:

A Grid Naming ServicdGNS) configuration with one static VIffeature introduced with the
version 11.2) GNS manage# this configuratiora delegated domain (acts like a DNBY is
resnsible for the client naming resolution requests (ndneP) within the delegated
domain (server VIPs as well as SCAM\Ps will be acquired from a DHCP server).

srvctl config gns

GNS is enabled.

GNS VIP addresses: 192.168.122.28
Domain served by GNS: cloud.trivadis.com

Staring with the 12.1.0.1 version, GNS can also béigared without zone delegation (st
and SCAN VIPsareconfigured inDNS).

srvctl config gns

GNS is enabled.

GNS VIP addresses: 192.168.122.50
Domain served by GNS: N_FWD

A Flex ASMis also mandatory(all the features described in the previous paragraph regarding
Flex ASMapply also to thisrchitectureand therefore will not be characterized again).

The illustration6 depicts the typical communication between an Oracle client andwiNZone

delegationIf an Oracle client sersch naming resolution request to the corporate DNS server (e.qg.
for the SCAN) the request will be forwarded by the DNS to the cluster node hosting the GNS VIP.
The GNS process will resolve the name to IP(s) and the answer will be routed back to the client.

gnsd.bin:53 cloud.trivadis.com

oIP Address(es)

DNS s o IP Address(es) <SCAN> cloud.trivadis.com ? g
DHCP /> <SERVER>-VIP. cloud.trivadis.com ? %
& —

Illustration 67 Communication between client a@iNS

<SCAN> ?
<SERVER>-VIP ?

trivadis.com

Although henewFlex Cluster with Flex ASMrchitectureoffers manynewinterestingenhancements
to the existingconcepts, at present the application areadmevhat limited, at least for most
deploymentsin an Oracle database environmenhis arditectureis also more complexat least



comparedo the Standard Clustewith Standard/Flex ASMrchitecture which should be considered
duringtheevaluation andhefinal architectureselecion for your environment.

Flex Cluster with Flex ASM — Use Case

Databases which are used together with applications within one cluster and are dependent on each
other The following characteristics apply to this architecture:
A HUB nodesareused by Oracle databases
A LEAF nodesareused by applications and its VIRasdditional network resource, usgefined
resources)
A Cluster resourcdependencies between applicationl databasean be defined
A One shared network for ASM and clusieerconnect

At presenthere isno practical use case for a database cluster only

ASM Password File

With the Flex ASMconfiguration Architectures:Standard Cluster with Flex ASkhd Flex Cluster

with Flex ASNIthe ASM password file plays a substantial roletfe client connectivitywhich was

not the case with older releas&uring the cluster start, thersd.bin process on all noddsug the
OCR Writer) will connect remotely to the ASM Flex instance running on the OCR Writer node.
During the connection qriest, the client will use the credentials for the ASM assuser__asm_001
The credentials are stored not only in the ASM password file, but also in the OLR (Oracle Local
Registry)as well asOCR (Oracle Cluster Registry}Vith the current implementatio(12.1.0.21 —

with PSU October 204) re-creating the ASM password file after a failure (e.gcmeating the ASM
disk group hosting thpasswordile) will not sufficeto recoverthe systemin such a case, you will be
able to start the cluster only dmetOCR writemode on other clustenodesyou will see the following
errorsreportedby the crsd.bin process:

sysasm=0 envflags=0x10 srvrflags=0x1 unam= crsuser__asm_001 password
is NOT NULL pstr=_ocr

é

OClSessionBegin failed

1017 error= ORA01017: invalid username/password; logon denied

An enhancement requedBug 19585275 12C_ASM_X64: NEED A WAY TO RESETUP THE
CREDENTIAL FOR CR®&SER__ASM 001 USER has beenalready filed. With the future
implementation the ASM password file should be backed up automatically, just like OCR and voting
disks.

Currently, if you decide to use tlidex ASMarchitecture, make sutbat youincorporate ie ASM
password file into your Grid Infrastructure backup/recovery straggit cannot be simply i&@eated
The password file can be backed up with the following command:

ASMCMD>wcopy +GRID/orapwASM /home/grid/orapwASM
copying +GRID/orapwASM - > /hom e/grid/orapwASM

To restore use theasmparameter, especially if you change the ASM password file location (the
corresponding Clusterware resources will be updat¢omatically.


https://support.oracle.com/epmos/faces/BugDisplay?id=19585275

ASMCMD>wcopy -- asm /home/grid/orapwASM +GRID/orapwASM
copying /home/gri d/orapwASM - > +GRID/orapwASM

If you were forced to rereate €.9g.no backup) the ASM password file, you can use the following
procedure to set the correct password fordtseiser__asm_0Oaser (better: opern service request
with OracleSupporj.

To query the path
crsctl query credmaint - path ASM/Self
IASM/Self/159b7866d7ca5f63bf3e6099f0abf432

To query thecrsuser__asm_0Qdser password:

crsctl get credmaint -path '\

> [ASM/Self/159b7866d7ca5f63bf3e6099f0abf432 - credtype userpass \
> -id0 - attr passwd - local

WOmtCgA82j33h6GDC6gFVvHIo40OhA #crsuser__asm_001 password

Use the password string, and set it with ASMCMD or SQL*Plus

ASMCMD>rapwusr -- add CRSUSER__ASM_001

E nte r pa.SSWO rd . kkkkkkkkkkkkkkkkkkkkkkkkkkkhkk

Shared GNS — Server/Client Cluster

With the versbn 11.2.0.1 Oracle has introduced the GNS concept (for details see also prerequisites for
aFlex Cluster with Flex ASMThe idea with GN&t hat Yy ou don'thestaicdhasdiPt o spe
as well as SCAN VIP addressfs your clusterssince they wilbe acquired from a DHCP server

You need to specifpnly one static VIP address for the GNS server (one per cluster), set up
delegated domain in DN$eservean IP range in you DHCP server and let the GNS server to take
overtheclient naming resolutiorequestfor the delegated domain.

gnsd.bin:53 cloudltrivadis.com gnsd.bin:53 cloud2.trivadis.com

~ ~
-~ -~
lllustration 71 One GNSer cluster in the version 11glease 2
What gew in the 12c release 1 versidd@w you can usg@istone cluster hosting a GNS procesxd

its servicesa so calledGNS Server Clustewhich can providehe appropriate services &l other
clusters, calle@NS Client Cluster@epicted in the illustration 8).



GNS Server

Cluster
\ gnsd.bin:53 cloud trivadis.com
~
-
Cluster 2
(GNS Client / -

Cluster 1
(GNS Client
Cluster)

Cluster)

lllustration 87 One GNS Server Clustproviding GNSservicesto many GNS Client Clusters

There isonerestriction: yu cannouse aFlex Clusteras aGNS Client Clusterbut aFlex Clustercan
be used as @NS Server Cluster

A Client GNS Quster needs the GNS client data configuratenmd credentialérom the GNS Server
Cluster. You need to export the appropriatedentials on the server cluster with the following
command:

sudo srvctl export gns - clientdata cl121_cluster.xml

The credentials can be imported durihginstallation:

(%) Use Shared GNS

GN5 Client Data: |,fhome,fgrid,fcIlZl_cluster.xmI | | Browse...

lllustration 91 GNS credentials import duringstallation
Or afterwards:
sudo srvctl add gns - clientdata /home/grid/cl121_cluster.xml

srvctl config gns

Domain served by GNS: cl121.cloud.trivadis.com
Name of the cluster where GNS is running: cl121flex
GNS listening addresses: 192.168.122.28.

The following naming conventions will be automaticallsed on theClient GNS Cluste(as of now,
the namegannot be influenced):

A SCAN: <scan_name>.<client_cluster_name>.<server_cluster GNS_subdomain>

srvctlc  onfig scan

SCAN name: cl121.cl121.cloud.trivadis.com , Network: 1
Subnet IPv4: 192.168.122.0/255.255.255.0/eth0, dhcp

A The host VIP namesserver>vip.<client_cluster_name>.<server_cluster GNS_subdomain>
cldb0l1 - vip.cl121.cloud.trivadis.com

Shared GNS might be an interesting feature for Oracle custaireeslyusingthe GNS concept
However, you need to consider, that one GNS instance for a whole Oracle database environment



(many Oracle clustergp a single point of failureOutage of theGNS Server Clustewill cause
connectivityissues for the whol®racleGrid Infrastructuredatabae environment

For customers who cthisrarcleitactude will idtroducathigherc@mpléxity Sat
least compadto a norGNS environment. Ais fact should be considered during the evaluation and
the final architecture selection for your environment.

ASM Client Cluster
With the 12.1.0.2 version Oracle has introduaetkw concept regardingmoteASM storage usage.
A clusteris able to useamote ASM storage using LAKASM Network) without having a dect

access to the block devices itself.

ASM Cloud (Server) Cluster ASM Client Clusters

ASM Network ‘_‘

&8
‘\._.

lllustration 107 ASM Srver Cluster providing remotecaesdo storage

The following prerequisites need to be fulfilled:

A ASM server clusteneedto useGNS (with or without zone delegatiyn

A On the ASM Server Cluster you need pply theGl PSU 12.1.0.2.1Gct 2014.

A You need to eport the ASM client cluster credensain a server clusteThe credentials can
be used only onceyou cannot use oreedential file for many clusters.

ASMCMD>mkcc <clustername> <file> -- version  <client_cluster_version>
ASMCMD=>mkcc cldbasm /home/grid/cldbasm xml  -- version 12.1.0.2.0

A Install Grid Infrastructure on the ASM Client Cluster using Software Only instail&ype,
apply theGl PSU Oct 2014nd configure the cluster using config.sh.

f}:‘- Configure as ASM Client Cluster

Choose this option to store OCR and Yoting disk files on Oracle ASM Storage configured on a
storage server cluster.

ASM Client Data: |jhame;grldjcldbasm.xm\ | | Bronis e

lllustration 117 ASM Client credentials
Choose the ASM disk group for Voting and OCR files (advertised by the GNS process):

ASM Server Cluster Mame: cl121flex

ASM Diskgroups:

‘ Disk Group Name | Size {in MB) |Free Space {in ME)IRedundancy{
(SN H 4086 3681 External

") GRID 12235 -540 Mormal

Illustration 127 Remote ASM disk groups



The current implementation allows using ASM Cloud Cluster for
A Voting files, OCR and password file
A Might be useful for application clusters

crsctl query css votedisk

1. ON LINE c2fe227b530d4 ( +U01/CL121/VOTINGFILE/file.271.863285091 )[ U01]
Located 1 voting disk(s).

As of now you cannot create a databasi@agASM Cloud Cluster

ORA 17502: ksfdcre:4 Failed to create file +U01
ORA 15001: diskgroup "U01" does not exist or is not mounted
ORA 15040: diskgroup is incomplete

ASM Client Cluster — Use Case

Applications which needlusterfunctionality onhardwarewithout shared storagavith the following
characteistics:

A ASM Cloud (Server) Clustasrovides remote shared storage.

A ASM Server/Client Cluster uséise same ASM network

A Separate network for ASM and cluster interconnect recommended

A Userdefined application cluster resources

Grid Infrastructure Management Repository

In the pre 12cGrid Infrastructuresersions the Cluster Health Monitor (CHM) data has been stored on
eachserver inacluster in a Berkley databasader<GRID_INFRA_HOME>/c¢f/db/<hostname>.

For this purpose Oracle has introdueetew management databased furtherextended the concept
in the 12c¢ versionThe databasis not only used to store tHeHM data, but alsased to storéhe
Oracle Quality of ServicdQoS data (inthe casethat you use it). The new database name is
_MGMTDB with a single instancealled-MGMTDB configured as a cluster failover resource.

srvctl status mgmtdb T verbose

Database is enabled

Instance - MGMTDB is running on node clflexdbO1. Instance status:
Open.

For thedatabase connectivitycorrespondindjstener resource wiklsobe createcutomatically

srvctl status mgmtlsnr T verbose

Listener MGMTLSNR is enabled

Listener MGMTLSNR is running on node (s): clflexdb01

Detailed state on node clflexdb01: 169.254.31.252 10.10.0.25

The database files wibe placed in the first ASM disk group created dutimgGrid Infrastructure
installationby the installerThisfact should be considered befdheinstallationand during the sizing
for the cluster LUNgfor details see later).



In the 12.1.0.1 releagbe OUI allowedyou to decide whether to create the management database or
not With this particularrelease,hie databaswill be automaticallycreated as a neGDB.

Configure Crid Infrastructure Management Repository

lllustration 137 Option to install the database indlversiori2.1.01
In the 12.1.0.2 versiothe option has been removed and the datalsagenew mandatory cluster
component. The database will be creaetbomaticallyas a single tenant CDB with one pluggable
datalase namedxactlylike the cluster nam@n the example CL121FLEX is the cluster name)

SQL> SHOW PDBS

CON_ID CON_NAME OPEN MODE RESTRICTED
2 PDB$SEED READ ONLY NO
3 CL121FLEX READ WRITE NO

Because th databaséas been configured in NN(RCHIVELOG mode, you need to adopt yo@rid
Infrastructurerecovery proceduresn case you lose the ASM disk group hosting the database.
Becausdhemanagemend at a b a s kost dny enpantangiersistentlata whichneed to be backed

up at regular intervals (e.gith Data Pump exportg)ou can use the following procedure tecreate

the database, in case of an issthe (same procedure can also be u#fegpu need to move the
database between different disk groups)

Stop theora.crfcluster resource

crsctl stop res ora.crf - init

Delete with dbca the database and listener cluster resource
dbca - silent - deleteDatabase - sourceDB - MGMTDB

Create the CDB as well as the P@uring this step the database and lisier resourcewill be
automatially registered in the cluster):

dbca - silent - createDatabase -sid - MGMTDB createAsContainerDatabase
true - templateName MGMTSeed_Database.dbc - gdbName _mgmtdb -
storageType ASM - diskGroupName GRID - datafileJarLocation
$ORACIE_HOME/assistants/dbca/templates - characterset AL32UTF8 -
autoGeneratePasswords - skipUserTemplateCheck

dbca - silent - createPluggableDatabase - sourceDB - MGMTDB pdbName
CL121FLEX - createPDBFrom RMANBACKUP - PDBBackUpfile
$ORACLE_HOME/assistants/dbca/template s/imgmtseed_pdb.dfb -
PDBMetadataFile

$ORACLE_HOME/assistants/dbca/templates/mgmtseed_pdb.xml -
createAsClone true T internalSkipGIHomeCheck



Run the mgmtca tool

During this step, two internatlatabaseusers will be created (CHM, PCMRADMIN) with an
approprige walletwhich will be usedaterduringthe database connect.

Start theora.crfcluster resource

crsctl start res ora.crf - init

Oracle ASM Filter Driver

With the version 12.1.0.Draclehas introduced theew Oracle ASM Filter Driver (AFD)The coe
functionality of this featurds basel on a newkernel modulgoracleafd.kd which resides in the 1/0O
pathand takes care of the following:

A it validates write I/Qrequests to Oracle ASM disks and filters out all-@acle I/O calls
A itis used for devie persistence disk labelg(it is areplacement for ASMLibk- cannot be used
togethey.

The following restrictions apply to the current implementation:

A itis currently availablenly on Linux

A AFD needs to be manually configured after the installatiaspgrade grior installation: Grid
Infrastructure software only installation type

A you cannot usenly AFD filtering without labeling (new persistent names)

A does not support advanced format disks (4kB block size)

WARNING: Library 'AFD Library - Generic version 3 (KABI_V3)' does
not support advanced format disks

To activate AFDafter installationyou need to perform the following steps:
Extend the ASM discovery string bAFD:*':
asmcmd dsset '/dev/ mapper/*pl *, 'AFD:*

On each HUB node configure tA¢-D (in arolling modg:
sudo $ORACLE_HOME/bin/ crsctl stop crs

sudo $ORACLE_HOME/bin/ asmcmd afd_configure

Connected to an idle instance.

AFD 627: AFD distribution files found.

AFD- 636: Installing requested AFD software.

AFD- 637: Loading installed AFD dri vers.

AFD 9321: Creating udev for AFD.

AFD 9323: Creating module dependencies - this may take some time.
AFD 9154: Loading 'oracleafd.ko’ driver.

AFD- 649: Verifying AFD devices.

AFD 9156: Detecting control device '/dev/oracleafd/admin’.



AFD- 638: AFD instal lation correctness verified.
Modifying resource dependencies - this may take some time.

asmcmd afd_state

Connected to an idle instance.

ASMCMDD526: The AFD state is 'LOADED' and filtering is 'DEFAULT' on
host ‘white.trivadis.com'’

sudo $ORACLE_HOME/bin/ crsctl start crs T wait

Migrate your existing ASM disks to AFD and/or label the new oBesing the migration for existing
ASM disks, make sure thisk group has been dismounted.

Existing ASM disks:

asmcmd afd_label GRIDO1 /dev/ mapper/grid01pl -- migrate
asmcmd afd_label GRIDO2 /dev/i mapper/grid02pl -- migrate

New ASM disks:

asmcmd afd_label GRIDO1 /dev/ mapper/ ul010 rz1 pl
asmcmd afd_label GRIDO2 /dev/ mapper/ ul010 rz2pl

As the last step, remove the old ASM discovery string (in the example /dev/mapjer/*pl

asmcmd dsset  'AFD:*
After labeling the devices, the I/O filtering feature will be activated automatically:

asmcmd afd_Isdsk

Label Filtering Path

GRIDO1 ENABLED /dev/mapper/grid01pl
GRIDO02 ENABLED /dev/mapper/grid02pl
GRIDO3 ENABLED /dev/imapper/grid0O3pl

Internally, AFD (or more preaely the AFD UDEV rules) create new devices under /dexleafd
whichwill be used by ASM. Tie new devdes will be owned by root:root as in the example below:

-rw-r-- r-- 1 rootroot 9 Sep 25 00:06 /dev/oracleafd/disks/GRID01
-rw-r-- r-- 1 rootroot 9 Sep 25 00:06 /dev/oracleafd/disks/GRID02
-rw-r-- r-- 1 rootroot 9 Sep 25 00:06 /dev/oracleafd/disks/GRID03

For customers using currently ASML.ilthe new AFD feature is quite interestirajyd should be
considerediuring the evaluation and the final architecture selection forgvironment.

| f you general |l y ub®instedd the saive OS Maturels foradevice ownership,
permissions and persistent names (e.g. device mapper, UDEVyalesged to answer the question:
how important the I/O filténg feature is foyou? Have yowlready have issues with n@racle 1/Os

at the OS level, which lead to ASM disk corruption? If yes and you need to safeguard your



environment against such an issuevaluate it in your environment amdnsider to usd. If not,
probably tle migration to AFD might not be worthAFD kernel module introduces additionally
dependency to OS kernel version, whidedsto be considered during OS upgraBemember also
the current restrictions.

Grid Infrastructure Installation

Grid Infrastructire can be installefbr a cluster as well as for a standalone server environrmeat.
cluster environment it ia necessargoftware componerior RAC, RAC One Node and might be also
useful as a basis for failover databaslester A cluster installatia includes:

A Oracle Clusterware

A Oracle Automatic Storage Management

In a standalone server environmérttan be installeds a high availability solution for singlestane
databases, listener processessergicesA standalone server installation indes:

A Oracle Restart

A OracleAutomatic Storage Management

Review the following My Oracle Support article, if you use Grid Infrastructure for a standalone server:
A Support Impact of the Deprecation Announcement of Oracle Restart with Oracle Database

12c (DoclD 1584742.1)
The following important dcisionsshould be maddyefore starting thestallation

A Decide which architecture best suit your nedalsnost cases, th®tandard Cluster with Flex
ASMwill be the best choice

A For Flex ASM decide whether tset up a dedicated network for ASkh most cases not
necessary, the cluster interconnect is sufficient

A Decide, whether you need the ASM Filter Driver. Customers using Oracle ASivigitt

find AFD very useful Cust omer s who don’t er,svehethér S ML i

safeguarding against corruption caused by-@oacle I/Os is important for them

A If you decide to use GNS, from servibgh availabilitypoint of view, it might bebetter to
useone GNS per clustenfth the downside of morpreparatioreffort for each installation).

A Decide whether to use GUI or the silent installerstallation with a response file is
repraducible.

Before installation, gepare more space for the first ASM disk group (+GRID) than in the older

releases (hosts the voting fillBCR and the MGMTDB databasdéjormal redundancy disk group
should have at lea8tx 4 GB LUNsto avoid space issues.

The 11.2.0.2 version introduced a BU®453778which might cause issues during installation and

upgrade.lf the remote cluster node nariselonger than the local one, the execution of the root.sh

script will fail on the second node during the start of dhe ctssdresourceln this case, gply the
patch 19453778r install the 12.1.0.2.1 PSWUefore executing the root.sh script.

Grid Infrastructure Cluster GUI Installation

After starting Instdland ConiguraOracle Grid Inttabtmatuse dor & Cluster

b



_- Install and Configure Cracle Crid Infrastructure for a Cluster
_'- Install and Configure Qracle Grid Infrastructure for a Standalone Server
-_'-gpgrade Oracle Grid Infrastructure or Oracle Automatic Storage Management

-_'- Install Oracle Crid Infrastructure Software Only

Illustration 147 Choose installation for a cluster

Choose which kid of cluster (Standard/Flexpu wouldlike to install:

(3) Configure a Standard cluster

Choose this option to configure a group of servers into a single cluster.
() Configure a Flex cluster

Flex clusters are highly scalable clusters inwhich servers can be assigned specific roles to satisfy
databaze or application functions.

Illustration 157 Choose cluster type

For aStandard Clustewith Standard/Flex ASM e s e | eCorfigute S “opt i on and spe
cluster name, as welsé&SCAN and listener port. ForFdex Clusteryou need to specify the static VIP

for the GNS process and the delegatksterdomain(not necessary without zone delegatidhyou

set up &SNS Client Clustemprovide the path to the GNS credentials. file

Cluster Mame: |c|121f|ex |

SCAN Name: |cIlZlerx.cloud.trivadis.com |

SCAMN Port: |1521 |

Configure CHE
Configure nodes Virtual [Pz as azzigned by the Dynamic Metwaorks

(3) Create a new GNS

CN3 WIP Address: |192.168.122.28 |

GNS Sub Domaird) |c|0ud.tri\tadis.con| |

lllustration 167 Specify the SCAN and/or the GNS information

For aSandard Clusteryou can specify to use ti&tandardor Flex ASMconfiguration (illustration
17/18). Foma Flex Clusteryou need to chooddex ASMconfiguration (mandatory).

-_;- Use Standard A5M for storage

Choose this aption to configure Local Oracle ASM in this cluster and store OCR and wating disk files
on it. A5 instance will be configured on all nodes of the cluster,

Illustration 177 Option to use Standard ASM (for Standard Cluster)

'?P i ;- Use Oracle Flex ASM for storage

Choosze thizs option to configure OCR and voting dizks on ASM storage. ASM instance will be
configured on reduced number of cluster nodes.

Illustration 181 Optional for Standard Cluster, mandatory for Flex Cluster



For aSandard Cluster wh Standard ASMhoose onlythe private andhe public network during the
installation.

Interface Mame Subnet | Uze for |
ethll 152.168.122.0 [Public =l
|Private =

lllustration 197 Network configuration for a Standard Cluster with Standard ASM

For aStandard/Flex Cluster with Flex ASkhoose alsdhe network forthe ASM communication
during the installation.

Interface Mame Subnet | Usze for |
ethl 192.168.122.0 [Public -]
ethl 10.10.0.0 [ASM & Private hd|
eth2 20.20.0.0 [Do Mot Use -
eth3 172.17&.12z2.0 [Do Mot Use bl

lllustration 207 Network configuration for a cluster with Flex ASM

For aFlex Clusterdefine the node role (can be changed afteiinstallation— seeFlex Quster with
Flex ASMparagraph).

Public Hostname Role | Wirtual Hostname

ciflexdb0l trivadis.cam
clflexdb02 trivadis.com |HUB - [AUTO
clflexdb03 trivadis.com | LEAF |

Illustration 217 Cluster node role

The GUI installation mode allows you to execute automatically the root.sh script dheng
installation(not available withthe silent modg If you choose to use SUDO to execute tioet.sh
script, at least ohinux you need to correct the path frdusr/local/bin/suddo /usr/bin/sudo

Automatically run configuration scripts

() Use"root" user credential

(5) Use sudo
Program path : |fusr;’|ocal,"bin,"sudo | | Brourse. ..
User hame ; |grid |
Passwaord: (3 |"nnu| |

lllustration 227 The sudo pét need to be corrected on Linux
Grid Infrastructure Cluster Installation with Response File

Silent installation with a response file &very convenientvay to install and configure Oracle Grid
Infrastructure As a template use thgrid_install.rspfile delivered with the software distributiamder
<stage>/response directaryfhe template file has a lot of useful comments describindetail all
parameters and their meanirfihe most important parametdfsatinfluence the architecture arie
features available aftéineinstallationare listed below.



To perform the software installation as well as Grid Infrastructure configuration:
oracl e.install.option= CRS_CONFIG

Specify the Single Client Access Name and the IP port for the SCAN listeneiact, the same
listener port will be used for the lodabst listeney.

oracle.install.crs.config.gpnp.scanName= cl121.trivadis.com

oracle.insta Il.crs.config.gpnp.scanPort= 1523

If you install a Flex Clustewith GNS and zone delegationse forSCAN the delegated cluster
domain:
oracle.install.crs.config.gpnp.scanName=cl121flex. cloud.trivadis.com

Define thecluster type:
oracle.install.crs.config.ClusterType= STANDARDI|FLEX

Define the cluster name (in our example the cluster_name is equal toaoae):
oracle.install.crs.config.clusterName= cli21

I f you don’ andusaGNG, sdt looth panaméetdrsialse
oracle.install.crs.config.gpnp.configureGNS= false
oracle.install.crs.config.autoConfigureClusterNodeVIP= false

To use GNSwith zore delegationset appropriately the following parameters

oracle.install.crs.config.gpnp.configureGNS= true
oracle.install.crs.config.gpnp.gnsOption= CREATE_NEW_GNS|USE_SHARED_G
NS

oracle.install.crs.config.gpnp.gnsSubDomain= cloud.trivadis.com

oracle.install. crs.config.gpnp.gnsVIPAddress= 192.168.122.28

For aClient GNS Clusteyou need to specifthe path to the credentials file:
oracle.install.crs.config.gpnp.gnsClientDataFile =/home/grid/cl121_cl

uster.xml

Fora Standard Clusténstallations, specify the kbnamesas well as VIPs
oracle.install.crs.config.clusterNodes= cldb01 .trivadis.com: cldb01l -
vip.trivadis.com, cldb02 .trivadis.com: cldb02 - vip.trivadis.com

For a Flex Cluster installations, specify the server names as well as nodetiolofe delegatiothe
VIPs will be acquiredor the HUB node$rom your DHCP server)
oracle.install.crs.config.clusterNodes= clflexdbO1.trivadis.com:AUTO:
HUB,clflexdb02.trivadis.com:AUTO:HUB,clflexdb03.trivadis.com::LEAF

Specify the public (:1as well aghe privatéasmnetwork (:5):
oracle.install.crs.config.networkin terfaceList= bond0:192.168.122.0:1
,bondl :10.10.0.0:5

Specify theASM configuration
oracle.install.crs.config.storageOption= FLEX_ASM_STORAGE|LOCAL_ASM_S
TORAGE

After preparing the response file, run the itietan silent mode:



runinstaller - silent [ - ignorePrereq ] - waitforcompletion
- showProgress - responseFile /home/grid/grid 12102 . rsp

After the software installation has been completed on all cluster nodes, you wibhrbpted to run
the following scripts on all cluster nodas root user

/uOO/app/oralnventory/ orainstRoot.sh
/uOO/app/grid/product/12.1.0.2/ root.sh

Check m all cluster nodes the configuration log file:
<GRID_HOME>/install/root_<hostname>_<timestamp>.log

Prepardheconfigurationfile cfgrsp.propertiesvith theappropriate passwords:

oracle.assistants.asm| S _ASMPASSWOREYOUR_PWD>
oracle.assistants.asm| S ASMMONITORPASSWGRYOUR_PWD>
oracle.crs|S_BMCPASSWORD=

As the grid user g&ecute the following commals on the first cluster nod@reation of the Grid
Infrastructure Management Databaslevfy, etc).

/u0O0/app/grid/product/12.1.0.2/cfgtoollogs/ configToolAllCommands
RESPONSE_FILE/home/grid/cfgrsp.properties

At the end check the log file under:
<GRID_HOME>/cfgtoollogs/oui/ configActions<timestamp>.log

There is also anothenethod to install Grid Infrastructure which separates the software installation
from the Grid Infrastructure configuration phase, which will not be described here.

Grid Infrastructure Upgrade

The Grid Infrastructure upgrade can be performét the GUI method as well as with a response file
(silent).

Before upgrade run cluviy check the environment:

runcluvfy.sh stage - pre crsinst - upgrade - rolling
- src_crsho me /u00/app/grid/product/11.2.0.4

- dest_crshome  /uOO/app/grid/product/12.1.0.2

- dest_version 12.1.0.2.0 - verbose

Beforestarting thel2.1.0.2installermake sure you have at least 8848 MB free spadtiee disk group

with normal redundancyjosting the OCR, voting files and the ASM spfilzuring the upgrade from

pre 12c releases a new Grid Infrastructuenagementlatabase will be installed. If you upgrade from
the 12.1.0.1 release, the installerlwilop the noACDB management database and create it as a single
tenant CDB.



a [IN&-43100] Insufficient space available inthe ASM diskgroup CRID.

ok || Detils |

Action - Add additional dizks to the diskgroup such that the total size should be at [east
8,348 ME.

lllustration 237 Space check during upgrade.
If your existing ASMdisk group isnot sufficiently sizedreplace the ASM disk with biggenes:

SQL> alter diskgroup grid add disk
‘/dev/ mapper/grid01_newpl '
'/dev/ mapper/grid02_newpl ',
'/dev/ mapper/grid03_newpl'
drop disk GRID_0000,GRID_0001,GRID_0002;

Diskgroup altered.

The 11.2.0.2 version introduced a BU®453778which might cause issues duringgrade If the
remote cluster nodesame is longer than the local one, the execution of thewgradesh script will
fail on the firstnode during the start of thea.ctssdesourcgduring a new installation on the second
nodeduring the execution of the root.sh scyigh this case, apply theatch 1945377&r the PSU
12.1.0.2.1before executing the raqigradesh script.

For the silent upgrade method set the install option parameter to UPGRADE:

oracle.install.option =UPGRADE

Upgrade with the silent method:

/u00/app/stage/grid/runinstaller - silent [ - ignorePrereq ]
- waitforcompletion - showProgress  -resp onseFile  /home/grid/grid .rsp

As root usesubsequentlgxecute the following script on alluster nodes:
/u0O0/app/grid/product/12.1.0.2/rootupgrade.sh
The last step is the execution of t@nfigToolAllCommandgramework:

/uOO/app/grid/product/12.1.0.2/cfgtoollogs/ configToolAllCommands
RESPONSE_FILE/home/grid/cfgrsp.properties

In the versbn 12c releasé& Oraclehasintroduceda newinteresting feature, which might be useful
duringanupgradeln pre 12c versionsf some nodes become unreachable dusimgpgradeandyou
finalize it with the force method

/u00/app/grid/product / 11.1.0.2/rootupgrade.sh T force

you need to delete thosedes from cluster and perforran node add proceduaéterwards.



In the 12c versionf such a casarisesyou can complete the upgrade on the skipped nodes by
executing the rootupgrade.sh script vathew—oin parameter.

/uOO/app/grid/product/12.1.0.2/ rootupgrade.sh - join
- existingnode cldb04

Check
/u00/app/grid/product/12.1.0.2/install/root_black.trivadis.com_2014 -
09-10_19 - 49- 13.1og for the output of root script

During an upgradérom the version 12.1.0.1 to 12.1.0ydu might hit the BUG19409972 The
execution otherootupgade.sBcriptcangeneratea nonfatal error:

CLSRSE4005: Failed to patch Oracle Trace File Analyzer (TFA)
Collector. Grid Infrastructure operations will co ntinue.

To work around the problerkill the tfa processafter the upgradand install TFA manually from the
new Grid Infrastructure home:

<NEW_GI_HOME>/crs/install/ tfa_setup - silent - crshome <NEWHOME>

Converting Standard ASM to Flex ASM

After Grid Infrastructure installation or upgrade you can convert the ASM configuration from
Standardo Flex ASM

Before converting to Flex ASM, make sure you have placed the ASM passworddieéABM disk
group (shared storagetherwiseyou will see the followig error:

Password file of ASM is not in disk group . Create password file in
ASM disk group and retry.

To convert Standard to Flex ASM, run themcatool (the only supported method for the converkion
and specifythe ASM network as well athe listenerport. During the operation, asmca-cecates the
ora.asm cluster resource, creates the ASM lister@ ASMNET1LSNR_ASM.Isnrand adopts the
network configuration.

asmca - silent - convertToFlexASM - asmNetworks eth1/10.10.0.0 -
asmListenerPort 1523

To comple te ASM conversion, run the following script as privileged
user in local node.
/u00/app/oracle/cfgtoollogs/asmca/scripts/converttoFlexASM.sh

As root user runthe converttoFlexASM.shcriptin the endlt will restart the cluster on all nodes in a
rolling manner.

It is not possible to convert a Flex ASM to Standard ASM, withogbr#iguring the whole cluster.



Converting Standard Cluster to Flex ASM

After Grid Infrastructure installation or upgrade you can converSthadard Clusteconfiguration to
aFlex Cluster The following prerequisites need tofoilled :

A Flex Cluster requires Flex ASM. If you have Standard ASM convert it to Flex #yStvi
A Prepare static VIP address for GNS, with or without zone delegation

Add the GNS to the cluster configation and staiit (example with zone delegation)

sudo /u00/app/grid/product/12.1.0.2/bin/ srvctl add gns

- vip cl121flex - gns.trivadis.com - domain cloud.trivadis.com - verbose
GNS was successfully added.

sudo /u00/app/grid/product/12 .1.0.2/bin/ srvctl start gns

srvctl config gns

GNS is enabled.

GNS VIP addresses: 192.168.122.28
Domain served by GNS: cloud.trivadis.com

Change the network type MIXED (you cannot change it directly fro8TATICto DHCP):

sudo /u00/app/grid/product/12. 1.0.2/bin/ srvctl modify network
- nettype MIXED
sudo /u00/app/grid/product/12.1.0.2/bin/ srvctl modify network

- nettype DHCP

Modify the SCAN the corporate domain will be changed to delegated cluster domain):
sudo /u00/app/grid/product/12.1 .0.2/bin/  srvctl modify scan - scanname
cl121.cloud.trivadis.com

Set the cluster mode to flex and restart it on all nodes:

sudo /u00/app/grid/product/12.1.0.2/bin/ crsctl set cluster mode flex
CRS 4933: Cluster mode set to "flex"; restart Oracle High
Availa bility Services on all nodes for cluster to run in "flex"

mode.

crsctl get cluster mode status
Cluster is running in "standard" mode

crsctl get cluster mode config

Cluster is configured as type "flex"
sudo /u00/app/grid/product/12.1.0.2/bin/ crsctl stop crs
sudo /u00/app/grid/ product/12.1.0.2/bin/ crsctl start crs - wait

After cluster restart, the host VIPs will be acquired from DHCP server and managed by the GNS.
Confirm it by using nslookup and specifying the GNS IP address:



nslookup cldb01 - vip.cloud.t rivadis.com 192.168.122.28

Server: 192.168.122.28
Address: 192.168.122.28#53
Name: cldb01 - vip.cloud.trivadis.com

Address: 192.168.122.152
Oracle does not support convertinglax Clusterto a Sandard Cluster
Conclusion

With the version 12c releade Oracle has introduced again mareyv Grid Infrastructurdeatures and
extended many existing concepEspecially theStandard Cluster with FIeASM architecture offers
many improvements which will be beneficial in the practice.
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