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Introduction 

 

Oracle Grid Infrastructure is a cross platform software bundle, which can be installed for a cluster as 

well as standalone server and consists of two software products:  

Á Oracle Clusterware – cluster manager and the basis for Oracle cluster resource high 

availability (e.g.: resource start/stop, monitoring, placement). Oracle Clusterware is the 

required software for Real Application Cluster and RAC One Node databases. It can also be 

used as a basis for a failover database cluster as well as user defined cluster resources. On a 

standalone server the Oracle Restart can be used (Oracle Clusterware version adopted for 

non-cluster systems). 

Á Oracle Automatic Storage Management (ASM) – logical volume manager which groups ASM 

disks into disk groups, controls features like mirroring, striping, re-balancing and delivers the 

necessary metadata (extent map) to the Oracle database processes. It simplifies the storage 

management for Oracle database clusters as well as standalone systems. 

 

The history began in 2004 with the version 10g Release 1 and the introduction of Oracle Cluster 

Ready Services (renamed in the version 10.2 to Oracle Clusterware) and Automatic Storage 

Management. In the continuous development of those products, especially worth mentioning is the 

version 11g release 2 and 12c release 1, which significantly changed and improved the architecture 

and the features behind it. 

 

In the version 11g release 2 Oracle has bundled Clusterware and ASM into one product: Oracle Grid 

Infrastructure. This is the first version in which only one Oracle Home is used for both software 

stacks, in contrast to the older releases. The version has introduced many new concepts like Policy 

Cluster, Server Pools, Grid Naming Service (GNS), Single Client Access Name (SCAN) and many 

others, which should ease the management, reduce hardcoding and allow for more flexibility for a 

database cloud. 

 

In the current version 12c release 1, Oracle has again introduced many new features and architectural 

changes. This paper describes the most important architectural changes in the current Grid 

Infrastructure release, especially changes which might be relevant and should be considered before 



  

upgrading from an older release or preparing a new installation. Generic changes which don’t have an 

important impact on the architecture design of your Grid Infrastructure installation (e.g. new command 

syntax, support for more ASM disk group per cluster, etc.) will not be discussed here. 

 

Standard Cluster with Standard ASM 

 

The first of the available Grid Infrastructure architectures which you can use in the version 12c release 

1 is a Standard Cluster with Standard ASM. Basically, the architecture looks like a pre 12c Grid 

Infrastructure version, without any significant changes (as depicted in the illustration 1).  

 

 
        Illustration 1 ï Standard Cluster with Standard ASM: architecture overview 

 

The cluster configuration mode can be queried as follows: 
 

crsctl get cluster mode config  
 

Cluster is configured as "s tandard"  

 

The ASM configuration mode (“Flex mode disabled” means it is a Standard ASM configuration): 
 

asmcmd showclustermode  
 

ASM cluster : Flex mode disabled  

 

As depicted in the illustration 1, in this architecture all  cluster nodes require access to the shared 

storage and are called now HUB nodes. 

 
crsctl get node role status ïall  
 

 

Node 'cldb01' active role is 'hub'  

Node 'cldb02' active role is 'hub'  

 

ASM instance, as in the older releases, is a local resource. It means the ASM instance will be 

configured and started automatically on all current and future (addNode) cluster nodes. The same 



  

applies, if some nodes will be removed from a cluster – the ASM resource configuration will be 

adopted automatically. ASM instance delivers only the metadata information about the files stored in 

the disk groups, the I/O calls will be performed directly to the block devices itself by the database 

processes. In this architecture all ASM local clients connect to the ASM using the Oracle Bequeath 

NT Protocol (bypassing the listener process).  

 

Specific characteristic of this architecture is the local resource hard dependency between the ASM 

instance/disk groups and the ASM clients. ASM instance crash will lead to an immediate crash of all 

its local clients (e.g. database instances, file systems based on ADVM, crsd.bin,…). Typical example 

error message from a database instance alert log file: 

 
NOTE: ASMB terminating  

ORA- 15064: communication failure with ASM instance  

ORA- 03113: end - of - file on communication channel  

Instance terminated by ASMB , pid = 441 1 

 

Also, you will not be able to start the local clients, if the local ASM instance, for some reasons, is not 

up and running. Some planned maintenance tasks (e.g. decommissioning old ASM disks) might also in 

some cases raise problems (processes not releasing inodes on those devices) and trigger the need to 

restart the ASM instance and all its local clients on a server. 

 

In this architecture, for the network communication two separate network segments are used: 

Á public network: for the database client connectivity 

Á private network: non-routed LAN used for interconnect traffic (heartbeats, RAC cache fusion 

and the cluster coordination). 

 

Standard Cluster with Standard ASM is the default architecture after upgrade from an older release. At 

a later time, you can convert it to: 

Á Standard Cluster with Flex ASM 

Á Flex Cluster with Flex ASM 

 

Standard Cluster with Standard ASM – Use Case 

 

Small 2-nodes static database cluster with the following characteristics: 

Á No plans (e.g Standard Edition) to extend the cluster. 

Á Less complexity (cluster resources) than other architectures.  

Á Less memory/CPU usage than other architectures. 

Á The local hard dependency between database instance and ASM instance/disk groups is not 

that critical. 

 

Standard Cluster with Flex ASM 

 

It is a new architecture introduced with the version 12c release 1. As in the previous one, all cluster 

nodes (HUB nodes) still need a direct access to the shared storage, but the special characteristic is that 

the ASM instance is now a cluster resource and does not need to run on every cluster node. 

http://dict.leo.org/#/search=specific&searchLoc=0&resultOrder=basic&multiwordShowSingle=on
http://dict.leo.org/#/search=characteristic&searchLoc=0&resultOrder=basic&multiwordShowSingle=on


  

 
                  Illustration 2 ï Standard Cluster with Flex ASM ï architecture overview 

 

The cluster configuration mode with this architecture: 
 

crsctl get cluster mode config  
 

Cluster is configured as "standard"  

 

The ASM configuration mode: 

 
asmcmd showclustermode  
 

ASM cluster : Flex mode enabled  

 

The default cardinality for the ASM instance resource is 3. This means, there are at maximum 3 ASM 

instances per cluster in the default configuration, independent of the amount of cluster nodes. In case 

of a server crash with an active Flex ASM instance – to fulfill the target cardinality – the cluster will 

start a new ASM Flex instance on another available cluster node (the name of the crashed and new 

ASM instance will not be the same, though).  

 

Because the ASM instance is not always available on all cluster nodes, there is a change in the way the 

clients connect to the ASM instance. All local clients still connect to ASM using the Oracle Bequeath 

NT Protocol (bypassing the listener process). However, all remote clients connect using the TCP/IP 

NT Protocol via a new ASM Listener process (a new resource started on every HUB node in a 

cluster). For this architecture to work, the ASM password file needs to be placed in a disk group 

(shared storage) and the disk group ASM compatibility (compatible.asm) need to be set to at least the 

version 12.1.0.0.0. In this configuration the ASM password file is a critical cluster component and 

need a special attention (backup/recovery – for details see paragraph: ASM Password File).  

 
srvctl config asm  
 

ASM home: <CRS home>  

Password file: +GRID/orapwASM  

ASM listener: LISTENER  



  

ASM instance count: 3  

Cluster ASM listener: ASMNET1LSNR_ASM  

 

You can manually change (increase/decrease) the ASM instance cardinality; however the lowest 

possible value is 2: 

 
srvctl modify asm - count 1  
 

PRCA- 1123 : The specified ASM cardinality 1 is less than the minimum 

cardinality of 2.  

 

In contrast to Standard ASM, the 12c ASM client resource dependency in this architecture does no 

longer use a hard local dependency, but rather a global one. For example, a database instance will be 

able to start, if any node in a cluster is able to provide the ASM instance services as well as the access 

to the necessary ASM disk groups. Example for start dependency for a database instance: 

 
START_DEPENDENCIES=hard ( global:uniform :ora.U01.dg, global:uniform :  

ora.U02.dg) pullup ( global :ora.U02.dg, global :ora.U01.dg)  

 

This however applies only to 12c clients. If you use an older database release with Flex ASM you need 

to change the ASM cardinality to ALL (or set it to the current amount of nodes). After increasing the 

cardinality the ASM instance(s) will be started automatically on the appropriate node(s) in order to 

achieve the desired amount of instances. 

 
srvctl modify asm - count ALL  

 

The remote client connect will be performed using the +ASM service, registered with the new ASM 

listener processes. The ASM automatic service cross-registration will be performed using the 

LISTENER_NETWORKS ASM instance parameter (introduced in the version 11.2) and a new asm 

network.  

 

 
         Illustration 3 ï +ASM service registration. 

 

The parameter will be automatically modified by the oraagent process in memory, after each ASM 

cluster re-configuration (node join/leave). The service will be registered with all ASM listener 

processes running on the cluster nodes. Example from the Flex ASM alert log file: 

 
ALTER SYSTEM SET listener_networks='((NAME=ora.ASMNET1LSNR_ASM.lsnr) 

( LOCAL_LISTENER="(DESCRIPTION=(ADDRESS=(PROTOCOL=TCP)(HOST=10.10.0.2

6)(PORT=1522)))")( REMOTE_LISTENER="(DESCRIPTION=(ADDRESS=(PROTOCOL=T

CP)(HOST=10.10.0.27 )(PORT=1522)))"))','((NAME=ora.ASMNET1LSNR_ASM.ls

nr)( REMOTE_LISTENER="(DESCRIPTION=(ADDRESS=(PROTOCOL=TCP) 

(HOST=10.10.0.25 )(PORT=1522)))")) ','((NAME=ora.ASMNET1LSNR_ASM.lsnr) 

( REMOTE_LISTENER="(DESCRIPTION=(ADDRESS=(PROTOCOL=TCP)(HOST=10.10.0.

26)(PORT=1522)))"))' SCOPE=MEMORY SID='+ASM2';  



  

The remote ASM communication will be carried out on the asm network. During the installation (or 

afterwards) you can configure a separate network for this purpose, like in the example below: 

 

 
                   Illustration 4 ï A separate ASM network 
 
oifcfg getif  
 

bond0  192.168.122.0  global  public  

bond1  10.10.0.0      global  cluster_interconnect  

bond2   20.20.0.0      global  asm  

 

The other option would be to use the private network (cluster interconnect) for the asm 

communication – which is sufficient for most deployments, as in the example below: 

 
oifcfg getif  
 

bond0  192.168.122.0  global  public  

bond1  10.10.0.0      global  cluster_interconnect,asm  

 

The Flex ASM architecture also changes the way ASM Dynamic Volume Manager (ADVM ) and 

ASM Cluster File System (ACFS) communicate with an ASM instance. ADVM and ACFS local as 

well as remote clients no longer connect to an ASM instance directly, but always via a new ASM 

Proxy instance, which has been introduced in the 12c release 1 version as a new local resource (started 

automatically on all HUB nodes).  The new ASM proxy instance name convention is +APX[n]. 

 

 
                                                            Illustration 5 ï A new ASM Proxy instance 
 

There is a behavior change regarding the automatic start of the ASM proxy instance. In the 12.1.0.1 

version, the ASM proxy instance is started automatically directly after the Grid Infrastructure 

installation on all cluster HUB nodes, independently of whether you need it or not. In the 12.1.0.2 

version the ASM proxy instance will be started automatically only if necessary, i.e. after the first 

ADVM creation in a cluster. 

 
srvctl status asm ïproxy  
 

ADVM proxy is running on node 

clflexdb04,clflexdb01,clflexdb03,clflexdb02  

 

The ASM proxy instance does not use any persistent files – it will be started in NOMOUNT mode and 

use default settings for SPFILE parameters: 

 

Á memory_target=1076M 

Á instance_type = ASMPROXY 

Á cluster_database = FALSE (it is not a cluster, like ASM) 



  

 

Crash of a local ASM proxy instance will lead to a failure of all local file systems based on ADVM. 

 

In contrast to Standard ASM configuration, the Flex ASM instance crash will not lead to a crash of its 

local/remote clients. After a failure, all affected clients will re-connect smoothly to the least-loaded 

available Flex ASM instance. Example from a database instance alert log file: 

 
NOTE: Flex client id 0x10001 [ RAC2:RAC_SITE1] attempting to 

reconnect  

NOTE: registered owner id 0x10001 for RAC2:RAC_SITE1 ( reconnecting )  

 

During a client connect or re-connect, ASM uses connect-time load-balancing – run-time load-

balancing is not used. Though load-balancing (re-locating a client to the least-loaded ASM instance) 

might be triggered manually. During a client re-locate, the client connection will be terminated and the 

client will failover to the least-loaded instance. If the current instance is already the least loaded one, 

the client will failover to the same ASM instance. 

 
SQL> alter system relocate client ' - MGMTDB:_mgmtdb';  

System altered.  

 

With this architecture planned maintenance tasks (e.g. decommissioning old ASM disks) are fully 

transparent for the clients. ASM instance can be relocated manually to other nodes in a cluster – the 

client connections will be transparently terminated and failed over to other available instance. 

 
srvctl relocate asm - currentnode clflexdb02 - targetnode clflexdb01  

 

Example from the ASM alert log file: 

 
NOTE: client +APX3:+APX: clflexdb should failover  

NOTE: client +APX4:+APX: clflexdb should failover  

NOTE: client - MGMTDB:_mgmtdb:clflexdb should failover  

NOTE: client RAC2:RAC_SITE1: clflexdb should failover  

 

The ASM instance relocation will not work, if you try to relocate ASM Flex instance currently used by 

the OCR Writer: 

 
PRCR- 1106 : Failed to relocate resource ora.asm from node clflexdb03 

to node clflexdb04  

PRCR- 1089 : Failed to relocate resource ora.asm.  

CRS- 5027: The AS M instance on node "clflexdb03" cannot be stopped 

because it is currently being used by Cluster Ready Services .  

 

As a workaround, restart the crsd.bin process on the OCR Writer node, which will internally force a 

relocate for the OCR Writer to other available cluster node. After that, you can re-execute the relocate 

command successfully. 

 
crsctl stop res ora.crsd ïinit ; crsctl start res ora.crsd - init  

CRS- 2673: Attempting to stop 'ora.crsd' on 'clflexdb03'  

CRS- 2677: Stop of 'ora.crsd' on 'clflexdb03' succe eded  

CRS- 2672: Attempting to start 'ora.crsd' on 'clflexdb03'  

CRS- 2676: Start of 'ora.crsd' on 'clflexdb03' succeeded  



  

The Standard Cluster with Standard ASM configuration can be converted at a later time to 

Á Flex Cluster with Flex ASM 

 

You cannot convert Flex ASM to Standard ASM, without cluster re-configuration. 

 

Standard Cluster with Flex ASM – Use Case 

 

This architecture is suitable for most of the Oracle database cluster deployments with the following 

characteristics: 

Á More flexibility/high availability with 12c clients - global cluster resource dependency 

between database instance and ASM instance/disk groups. 

Á One shared network for ASM and cluster interconnect. 

 

The question is: does it make sense to use Flex ASM for the “Small 2-nodes static database cluster” 

category? The answer depends, on how important is the local hard dependency between database and 

ASM instance/disk groups for you. If it is critical for your environment, it makes sense to activate the 

Flex ASM features. 

 

Flex Cluster with Flex ASM 

 

The architecture introduced with the version 12c release 1 is something completely new. Not only has 

the ASM functionality changed, but also the Clusterware features have been considerably extended. 

 

 
                  Illustration 7 ï Flex Cluster with Flex ASM ï architecture overview 
 

 

The cluster configuration mode with this architecture: 
 

crsctl get cluster mode config  
 

Cluster is configured as type "flex"  

 

http://dict.leo.org/#/search=considerably&searchLoc=0&resultOrder=basic&multiwordShowSingle=on


  

The ASM configuration mode: 

 
asmcmd showclustermode  
 

ASM cluster : Flex mode enabled  

 

A Flex cluster uses two types of nodes: 

Á HUB nodes – shared storage must be accessible 

Á LEAF nodes – shared storage is not necessary 
 

crsctl get node role status ïall  
 

Node 'clflexdb01' active role is 'hub'  

Node 'clflexdb02' active role is 'hub'  

Node 'clflexdb03' active role is 'hub'  

Node 'clflexdb04' active role is 'leaf'  

 

The cluster HUB nodes can be used to host cluster resources like in a pre 12c cluster (databases, 

ACFS, host VIPs, etc.). The cluster HUB nodes have the following characteristics: 

Á Look like pre 12c cluster nodes – shared storage is required 

Á There is a maximum of 64 nodes per cluster 

Á Anyway, node IDs <1-99> are reserved for HUB nodes 

 

The maximum amount of hub nodes in a cluster is limited by the Clusterware hubsize parameter which 

is set to a default 32. 

 
crsctl get cluster hubsize  

CRS- 4950: Current hubsize parameter value is 32  

 

If you try to start more HUB nodes, than the defined maximum, the OCSSD process will terminate 

and will not allow starting more HUB nodes than the defined maximum. 

 
[OCSSD(14573)]CRS - 1665: maximum number of cluster Hub nodes reached; 

the CSS daemon is terminating  

 

The cluster LEAF nodes can be used to host applications, especially if we need to create dependencies 

between them and other existing cluster resources. The cluster LEAF nodes have the following 

characteristics: 

 

Á No shared storage necessary 

Á Connect to the cluster through the HUB nodes 

Á Separate VIPs for application can be created (additional network need to be manually created) 

Á The first LEAF node will have a node ID 100 

Á Currently no database instances can be started on a leaf node. However, Oracle creates a new 

default listener resource LISTENER_LEAF during the installation on the LEAF nodes which 

are not actively used in the current 12.1.0.2 version and seems to be reserved for future 

releases. 

 
srvctl status listener - l LISTENER_LEAF  

Listener LISTENER_LEAF is enabled  

Listener LISTENER_LEAF is not running  

 



  

You can manually change the node role from HUB to LEAF or vice-versa. After the change you need 

to restart the OHASD software stack (crsctl stop crs). If you change the role for a HUB node to a 

LEAF, the host VIP will be relocated to other available HUB node. 

 
sudo crsctl set node role leaf  
 

CRS- 4408: Node 'clflexdb04' configured role successf ully changed; 

restart Oracle High Availability Services for new role to take 

effect.  

 

To implement a Flex Cluster the following prerequisites need to be fulfilled: 

 

Á Grid Naming Service (GNS) configuration with one static VIP (feature introduced with the 

version 11.2). GNS manages in this configuration a delegated domain (acts like a DNS) and is 

responsible for the client naming resolution requests (name Č IP) within the delegated 

domain (server VIPs as well as SCAN VIPs will be acquired from a DHCP server). 

 
     srvctl config gns  

     GNS is enabled.  

     GNS VIP addresses: 192.168.122.28  

     Domain served by GNS: cloud.trivadis.com  

 

Staring with the 12.1.0.1 version, GNS can also be configured without zone delegation (host 

and SCAN VIPs are configured in DNS). 

 
     srvctl config gns  

     GNS is enabled.  

     GNS VIP addresses: 192.168.122.50  

     Domain served by GNS: N_FWD  

 

Á Flex ASM is also mandatory (all the features described in the previous paragraph regarding 

Flex ASM apply also to this architecture and therefore will not be characterized again). 

 

The illustration 6 depicts the typical communication between an Oracle client and GNS with zone 

delegation. If an Oracle client sends a naming resolution request to the corporate DNS server (e.g. 

for the SCAN) the request will be forwarded by the DNS to the cluster node hosting the GNS VIP. 

The GNS process will resolve the name to IP(s) and the answer will be routed back to the client. 

 

 
                      Illustration 6 ï Communication between client and GNS 
 

Although the new Flex Cluster with Flex ASM architecture offers many new interesting enhancements 

to the existing concepts, at present the application area is somewhat limited, at least for most 

deployments in an Oracle database environment. This architecture is also more complex, at least 



  

compared to the Standard Cluster with Standard/Flex ASM architecture which should be considered 

during the evaluation and the final architecture selection for your environment. 

 

Flex Cluster with Flex ASM – Use Case 

 

Databases which are used together with applications within one cluster and are dependent on each 

other. The following characteristics apply to this architecture: 

Á HUB nodes are used by Oracle databases. 

Á LEAF nodes are used by applications and its VIPs (additional network resource, user-defined 

resources). 

Á Cluster resource dependencies between application and database can be defined. 

Á One shared network for ASM and cluster interconnect. 

 

At present there is no practical use case for a database cluster only. 

 

 

ASM Password File 

 

With the Flex ASM configuration (Architectures: Standard Cluster with Flex ASM and Flex Cluster 

with Flex ASM) the ASM password file plays a substantial role for the client connectivity, which was 

not the case with older releases. During the cluster start, the crsd.bin process on all nodes (but the 

OCR Writer), will connect remotely to the ASM Flex instance running on the OCR Writer node. 

During the connection request, the client will use the credentials for the ASM user crsuser__asm_001. 

The credentials are stored not only in the ASM password file, but also in the OLR (Oracle Local 

Registry) as well as OCR (Oracle Cluster Registry). With the current implementation (12.1.0.2.1 – 

with PSU October 2014) re-creating the ASM password file after a failure (e.g. re-creating the ASM 

disk group hosting the password file) will not suffice to recover the system. In such a case, you will be 

able to start the cluster only on the OCR writer node, on other cluster nodes you will see the following 

errors reported by the crsd.bin process: 

 
sysasm=0 envflags=0x10 srvrflags=0x1 unam= crsuser__asm_001 password 

is NOT NULL pstr=_ocr  

é 

OCISessionBegin failed  

1017 error= ORA- 01017: invalid  username/password; logon denied  

 

An enhancement request (Bug 19585275 - 12C_ASM_X64: NEED A WAY TO RE-SETUP THE 

CREDENTIAL FOR CRSUSER__ASM_001 USER) has been already filed. With the future 

implementation the ASM password file should be backed up automatically, just like OCR and voting 

disks. 

 

Currently, if you decide to use the Flex ASM architecture, make sure that you incorporate the ASM 

password file into your Grid Infrastructure backup/recovery strategy, as it cannot be simply re-created. 

The password file can be backed up with the following command: 

 
ASMCMD> pwcopy  +GRID/orapwASM /home/grid/orapwASM  

copying +GRID/orapwASM - > /hom e/grid/orapwASM  

 

To restore use the --asm parameter, especially if you change the ASM password file location (the 

corresponding Clusterware resources will be updated automatically). 

https://support.oracle.com/epmos/faces/BugDisplay?id=19585275


  

 
ASMCMD> pwcopy  -- asm /home/grid/orapwASM  +GRID/orapwASM  

copying /home/gri d/orapwASM - > +GRID/orapwASM  

 

If you were forced to re-create (e.g. no backup) the ASM password file, you can use the following 

procedure to set the correct password for the crsuser__asm_001 user (better: open a service request 

with Oracle Support). 

 

To query the path: 
crsctl query credmaint - path ASM/Self  

/ASM/Self/159b7866d7ca5f63bf3e6099f0abf432  

 

To query the crsuser__asm_001 user password: 
crsctl get credmaint - path \   

> /ASM/Self/159b7866d7ca5f63bf3e6099f0abf432 - credtype userpass \  

> - id 0 - attr passwd - local  

W0mqtCgA8Zj33h6GDC6gFvHlo4OhA     #crsuser__asm_001 password  

 

Use the password string, and set it with ASMCMD or SQL*Plus 

 
ASMCMD> orapwusr -- add CRSUSER__ASM_001 

Enter password:  *****************************  

 

 

Shared GNS – Server/Client Cluster 

 

With the version 11.2.0.1 Oracle has introduced the GNS concept (for details see also prerequisites for 

a Flex Cluster with Flex ASM). The idea with GNS is that you don’t need to specify the static host VIP 

as well as SCAN VIP addresses for your clusters, since they will be acquired from a DHCP server. 

You need to specify only one static VIP address for the GNS server (one per cluster), set up a 

delegated domain in DNS, reserve an IP range in you DHCP server and let the GNS server to take 

over the client naming resolution requests for the delegated domain. 

 

 
                                    Illustration 7 ï One GNS per cluster in the version 11g release 2 

 

What’s new in the 12c release 1 version? Now you can use just one cluster hosting a GNS process and 

its services, a so called GNS Server Cluster, which can provide the appropriate services to all other 

clusters, called GNS Client Clusters (depicted in the illustration 8). 

 



  

 
                     Illustration 8 ï One GNS Server Cluster providing GNS services to many GNS Client Clusters 

 

There is one restriction: you cannot use a Flex Cluster as a GNS Client Cluster, but a Flex Cluster can 

be used as a GNS Server Cluster. 

 

A Client GNS Cluster needs the GNS client data configuration and credentials from the GNS Server 

Cluster. You need to export the appropriate credentials on the server cluster with the following 

command: 

 
sudo srvctl export gns - clientdata cl121_cluster.xml  

 

The credentials can be imported during the installation: 

 

 
                                Illustration 9 ï GNS credentials import during installation 
 

Or afterwards: 

 
sudo srvctl add gns - clientdata /home/grid/cl121_cluster.xml  

 
srvctl config gns  
 

Domain served by GNS: cl121.cloud.trivadis.com  

Name of the cluster where GNS is running: cl121flex  

GNS listening addresses: 192.168.122.28.  

 

The following naming conventions will be automatically used on the Client GNS Cluster (as of now, 

the names cannot be influenced): 

 

Á SCAN: <scan_name>.<client_cluster_name>.<server_cluster_GNS_subdomain> 
 

     srvctl c onfig scan  
 

     SCAN name: cl121.cl121.cloud.trivadis.com , Network: 1  

     Subnet IPv4: 192.168.122.0/255.255.255.0/eth0, dhcp  

 

Á The host VIP name: <server>-vip.<client_cluster_name>.<server_cluster_GNS_subdomain> 

 
     cldb01 - vip.cl121.cloud.trivadis.com  

 

Shared GNS might be an interesting feature for Oracle customers already using the GNS concept. 

However, you need to consider, that one GNS instance for a whole Oracle database environment 



  

(many Oracle clusters) is a single point of failure. Outage of the GNS Server Cluster will cause 

connectivity issues for the whole Oracle Grid Infrastructure database environment. 

 

For customers who currently don’t use GNS, this architecture will introduce a higher complexity, at 

least compared to a non-GNS environment. This fact should be considered during the evaluation and 

the final architecture selection for your environment. 

 

ASM Client Cluster 

 

With the 12.1.0.2 version Oracle has introduced a new concept regarding remote ASM storage usage. 

A cluster is able to use remote ASM storage using LAN (ASM Network), without having a direct 

access to the block devices itself. 

 

 
Illustration 10 ï ASM Server Cluster providing remote access to storage 

 

The following prerequisites need to be fulfilled: 

 

Á ASM server cluster needs to use GNS (with or without zone delegation). 

Á On the ASM Server Cluster you need to apply the GI PSU 12.1.0.2.1 (Oct 2014). 

Á You need to export the ASM client cluster credentials on a server cluster. The credentials can 

be used only once – you cannot use one credential file for many clusters. 

 
ASMCMD> mkcc <clustername> <file> -- version <client_cluster_version>  

ASMCMD> mkcc cldbasm /home/grid/cldbasm .xml -- version 12.1.0.2.0  

 

Á Install Grid Infrastructure on the ASM Client Cluster using Software Only installation type, 

apply the GI PSU Oct 2014 and configure the cluster using config.sh. 

 

 
                                           Illustration 11 ï ASM Client credentials 
 

Choose the ASM disk group for Voting and OCR files (advertised by the GNS process): 

 

 
                                          Illustration 12 ï Remote ASM disk groups 



  

The current implementation allows using ASM Cloud Cluster for: 

Á Voting files, OCR and password file 

Á Might be useful for application clusters  

 
crsctl query css votedisk  
 

1. ON LINE   c2fe227b530d4 ( +U01/CL121/VOTINGFILE/vfile.271.863285091 ) [ U01]  

Located 1 voting disk(s).  

 

As of now you cannot create a database using ASM Cloud Cluster: 

 
ORA- 17502: ksfdcre:4 Failed to create file +U01  

ORA- 15001: diskgroup "U01" does not exist or is not mounted  

ORA- 15040: diskgroup is incomplete  

 

ASM Client Cluster – Use Case 

 

Applications which need cluster functionality on hardware without shared storage, with the following 

characteristics: 

Á ASM Cloud (Server) Cluster provides remote shared storage. 

Á ASM Server/Client Cluster uses the same ASM network. 

Á Separate network for ASM and cluster interconnect recommended. 

Á User-defined application cluster resources. 

 

Grid Infrastructure Management Repository 

 

In the pre 12c Grid Infrastructure versions the Cluster Health Monitor (CHM) data has been stored on 

each server in a cluster in a Berkley database under <GRID_INFRA_HOME>/crf/db/<hostname>.  

 

For this purpose Oracle has introduced a new management database and further extended the concept 

in the 12c version. The database is not only used to store the CHM data, but also used to store the 

Oracle Quality of Service (QoS) data (in the case that you use it). The new database name is 

_MGMTDB with a single instance called –MGMTDB configured as a cluster failover resource.  

 
srvctl status mgmtdb ïverbose  
 

Database is enabled  

Instance - MGMTDB is running on node clflexdb01. Instance status: 

Open.  

 

For the database connectivity a corresponding listener resource will also be created automatically: 

 
srvctl status mgmtlsnr ïverbose  
 

Listener MGMTLSNR is enabled  

Listener MGMTLSNR is running on node (s): clflexdb01  

Detailed state on node clflexdb01: 169.254.31.252 10.10.0.25  

 

The database files will be placed in the first ASM disk group created during the Grid Infrastructure 

installation by the installer. This fact should be considered before the installation and during the sizing 

for the cluster LUNs (for details see later). 

 



  

In the 12.1.0.1 release the OUI allowed you to decide, whether to create the management database or 

not. With this particular release, the database will be automatically created as a non-CDB. 

 

 
                                Illustration 13 ïOption to install the database in the version 12.1.0.1 

 

In the 12.1.0.2 version the option has been removed and the database is a new mandatory cluster 

component. The database will be created automatically as a single tenant CDB with one pluggable 

database named exactly like the cluster name (in the example CL121FLEX is the cluster name): 

 
SQL> SHOW PDBS 

CON_ID CON_NAME    OPEN MODE  RESTRICTED 

----------  ------------------------------  ----------  ----------  

 2         PDB$SEED    READ ONLY  NO 

 3         CL121FLEX    READ WRITE NO 

 

Because the database has been configured in NOARCHIVELOG mode, you need to adopt your Grid 

Infrastructure recovery procedures, in case you lose the ASM disk group hosting the database. 

Because the management database doesn’t host any important persistent data which need to be backed 

up at regular intervals (e.g. with Data Pump exports) you can use the following procedure to re-create 

the database, in case of an issue (the same procedure can also be used, if you need to move the 

database between different disk groups): 

 

Stop the ora.crf cluster resource: 

 
crsctl stop res ora.crf - init  

 

Delete with dbca the database and listener cluster resources: 

 
dbca - silent - deleteDatabase - sourceDB - MGMTDB 

 

Create the CDB as well as the PDB (during this step, the database and listener resources will be 

automatically registered in the cluster): 

 
dbca - silent - createDatabase - sid - MGMTDB - createAsContainerDatabase 

true - templateName MGMTSeed_Database.dbc - gdbName _mgmtdb -

storageType ASM - diskGroupName GRID - datafileJarLocation 

$ORACLE_HOME/assistants/dbca/templates - characterset AL32UTF8 -

autoGeneratePasswords - skipUserTemplateCheck  

 
dbca - silent - createPluggableDatabase - sourceDB - MGMTDB - pdbName 

CL121FLEX - createPDBFrom RMANBACKUP - PDBBackUpfile 

$ORACLE_HOME/assistants/dbca/template s/mgmtseed_pdb.dfb -

PDBMetadataFile 

$ORACLE_HOME/assistants/dbca/templates/mgmtseed_pdb.xml -

createAsClone true ïinternalSkipGIHomeCheck  

 



  

Run the mgmtca tool: 

 

During this step, two internal database users will be created (CHM, PCMRADMIN) with an 

appropriate wallet which will be used later during the database connect. 

 

Start the ora.crf cluster resource: 

 
crsctl start  res ora.crf - init  

 

 

Oracle ASM Filter Driver 

 

With the version 12.1.0.2 Oracle has introduced the new Oracle ASM Filter Driver (AFD). The core 

functionality of this feature is based on a new kernel module (oracleafd.ko) which resides in the I/O 

path and takes care of the following: 

 

Á it validates write I/O requests to Oracle ASM disks and filters out all non-Oracle I/O calls 

Á it is used for device persistence – disk labels (it is a replacement for ASMLib – cannot be used 

together). 

 

The following restrictions apply to the current implementation: 

 

Á it is currently available only on Linux 

Á AFD needs to be manually configured after the installation or upgrade (prior installation: Grid 

Infrastructure software only installation type) 

Á you cannot use only AFD filtering without labeling (new persistent names)  

Á does not support advanced format disks (4kB block size) 

 
WARNING: Library 'AFD Library -  Generic , version 3 (KABI_V3)' does 

not support advanced format disks  

 

To activate AFD after installation, you need to perform the following steps: 

 

Extend the ASM discovery string by 'AFD:*': 

 
asmcmd dsset '/dev/ mapper/*p1 *', 'AFD:*'  

 

On each HUB node configure the AFD (in a rolling mode): 

 
sudo $ORACLE_HOME/bin/ crsctl stop crs  

 

sudo $ORACLE_HOME/bin/ asmcmd afd_configure  

Connected to an idle instance.  

AFD- 627: AFD distribution files found.  

AFD- 636: Installing requested AFD software.  

AFD- 637: Loading installed AFD dri vers.  

AFD- 9321: Creating udev for AFD.  

AFD- 9323: Creating module dependencies -  this may take some time.  

AFD- 9154: Loading 'oracleafd.ko' driver.  

AFD- 649: Verifying AFD devices.  

AFD- 9156: Detecting control device '/dev/oracleafd/admin'.  



  

AFD- 638: AFD instal lation correctness verified.  

Modifying resource dependencies -  this may take some time.  

 
asmcmd afd_state  

Connected to an idle instance.  

ASMCMD- 9526: The AFD state is 'LOADED' and filtering is 'DEFAULT' on 

host 'white.trivadis.com'  

 
sudo $ORACLE_HOME/bin/ crsctl start crs ïwait  

 

Migrate your existing ASM disks to AFD and/or label the new ones. During the migration for existing 

ASM disks, make sure the disk group has been dismounted. 

 

Existing ASM disks: 

 
asmcmd afd_label GRID01 /dev/ mapper/grid01p1  -- migrate  

asmcmd afd_label GRID02 /dev/ mapper/grid02p1  -- migrate   

 

New ASM disks: 

 
asmcmd afd_label GRID01 /dev/ mapper/ u1010_rz1 p1 

asmcmd afd_label GRID02 /dev/ mapper/ u1010_rz2p1  

 

As the last step, remove the old ASM discovery string (in the example /dev/mapper/*p1): 

 
asmcmd dsset 'AFD:*'  

 

After labeling the devices, the I/O filtering feature will be activated automatically: 

 
asmcmd afd_lsdsk  

------------------------------------------------------------  

Label                         Filtering Path  

=================== =========================================  

GRID01                        ENABLED   /dev/mapper/grid01p1  

GRID02                        ENABLED   /dev/mapper/grid02p1  

GRID03                        ENABLED   /dev/mapper/grid03p1  

 

Internally, AFD (or more precisely the AFD UDEV rules) create new devices under /dev/oracleafd 

which will be used by ASM. The new devices will be owned by root:root as in the example below: 

 
- rw - r -- r --  1 root root 9 Sep 25 00:06 /dev/oracleafd/disks/GRID01  

- rw - r -- r --  1 root root 9 Sep 25 00:06 /dev/oracleafd/disks/GRID02  

- rw - r -- r --  1 root root 9 Sep 25 00:06 /dev/oracleafd/disks/GRID03  

 

For customers using currently ASMLib, the new AFD feature is quite interesting, and should be 

considered during the evaluation and the final architecture selection for your environment.  

 

If you generally don’t use ASMLib and use instead the native OS features for device ownership, 

permissions and persistent names (e.g. device mapper, UDEV rules) you need to answer the question: 

how important the I/O filtering feature is for you? Have you already have issues with non-Oracle I/Os 

at the OS level, which lead to ASM disk corruption? If yes and you need to safeguard your 



  

environment against such an issue – evaluate it in your environment and consider to use it. If not, 

probably the migration to AFD might not be worthy. AFD kernel module introduces additionally 

dependency to OS kernel version, which needs to be considered during OS upgrade. Remember also 

the current restrictions.  

 

 

Grid Infrastructure Installation 

 

Grid Infrastructure can be installed for a cluster as well as for a standalone server environment. In a 

cluster environment it is a necessary software component for RAC, RAC One Node and might be also 

useful as a basis for failover databases cluster. A cluster installation includes: 

Á Oracle Clusterware 

Á Oracle Automatic Storage Management 

 

In a standalone server environment it can be installed as a high availability solution for single instance 

databases, listener processes and services. A standalone server installation includes: 

Á Oracle Restart 

Á Oracle Automatic Storage Management 

 

Review the following My Oracle Support article, if you use Grid Infrastructure for a standalone server: 

Á Support Impact of the Deprecation Announcement of Oracle Restart with Oracle Database 

12c (Doc ID 1584742.1) 

 

The following important decisions should be made, before starting the installation: 

 

Á Decide which architecture best suit your needs. In most cases, the Standard Cluster with Flex 

ASM will be the best choice. 

Á For Flex ASM, decide whether to set up a dedicated network for ASM. In most cases not 

necessary, the cluster interconnect is sufficient. 

Á Decide, whether you need the ASM Filter Driver. Customers using Oracle ASMLib might 

find AFD very useful. Customers who don’t use ASMLib need to consider, whether 

safeguarding against corruption caused by non-Oracle I/Os is important for them. 

Á If you decide to use GNS, from service high availability point of view, it might be better to 

use one GNS per cluster (with the downside of more preparation effort for each installation). 

Á Decide whether to use GUI or the silent installer. Installation with a response file is 

reproducible. 

 

Before installation, prepare more space for the first ASM disk group (+GRID) than in the older 

releases (hosts the voting files, OCR and the MGMTDB database). Normal redundancy disk group 

should have at least 3 x 4 GB LUNs to avoid space issues. 

 

The 11.2.0.2 version introduced a BUG 19453778 which might cause issues during installation and 

upgrade. If the remote cluster node name is longer than the local one, the execution of the root.sh 

script will fail on the second node during the start of the ora.ctssd resource. In this case, apply the 

patch 19453778 or install the 12.1.0.2.1 PSU, before executing the root.sh script.  

 

Grid Infrastructure Cluster GUI Installation 

 

After starting the installer, choose “Install and Configure Oracle Grid Infrastructure for a Cluster”. 

 



  

 
                                          Illustration 14 ï Choose installation for a cluster 
 

Choose which kind of cluster (Standard/Flex) you would like to install: 

 

 
                                     Illustration 15 ï Choose cluster type 
 

For a Standard Cluster with Standard/Flex ASM deselect the “Configure GNS” option and specify the 

cluster name, as well as SCAN and listener port. For a Flex Cluster you need to specify the static VIP 

for the GNS process and the delegated cluster domain (not necessary without zone delegation). If you 

set up a GNS Client Cluster, provide the path to the GNS credentials file. 

 

 
                                  Illustration 16 ï Specify the SCAN and/or the GNS information 
 

For a Standard Cluster you can specify to use the Standard or Flex ASM configuration (illustration 

17/18).  For a Flex Cluster you need to choose Flex ASM configuration (mandatory). 

 

 
                            Illustration 17 ï Option to use Standard ASM (for Standard Cluster) 

 

 
                            Illustration 18 ï Optional for Standard Cluster, mandatory for Flex Cluster 



  

For a Standard Cluster with Standard ASM choose only the private and the public network during the 

installation.  

 

 
                           Illustration 19 ï Network configuration for a Standard Cluster with Standard ASM 
 

For a Standard/Flex Cluster with Flex ASM choose also the network for the ASM communication 

during the installation.  

 

 
                             Illustration 20 ï Network configuration for a cluster with Flex ASM 

 

For a Flex Cluster define the node role (can be changed after the installation – see Flex Cluster with 

Flex ASM paragraph). 

 

 
                                Illustration 21 ï Cluster node role 

 

The GUI installation mode allows you to execute automatically the root.sh script during the 

installation (not available with the silent mode). If you choose to use SUDO to execute the root.sh 

script, at least on Linux you need to correct the path from /usr/local/bin/sudo to /usr/bin/sudo. 

 

 
                                Illustration 22 ï The sudo path need to be corrected on Linux 

 

Grid Infrastructure Cluster Installation with Response File 

 

Silent installation with a response file is a very convenient way to install and configure Oracle Grid 

Infrastructure. As a template use the grid_install.rsp file delivered with the software distribution under 

<stage>/response directory. The template file has a lot of useful comments describing in detail all 

parameters and their meaning. The most important parameters that influence the architecture and the 

features available after the installation are listed below. 

 

 



  

To perform the software installation as well as Grid Infrastructure configuration: 
oracl e.install.option= CRS_CONFIG 

 

Specify the Single Client Access Name and the IP port for the SCAN listeners (in fact, the same 

listener port will be used for the local host listener): 
oracle.install.crs.config.gpnp.scanName= cl121.trivadis.com  

oracle.insta ll.crs.config.gpnp.scanPort= 1523  

 

If you install a Flex Cluster with GNS and zone delegation, use for SCAN the delegated cluster 

domain: 
oracle.install.crs.config.gpnp.scanName=cl121flex. cloud.trivadis.com  

 

Define the cluster type: 
oracle.install.crs.config.ClusterType= STANDARD|FLEX 

 

Define the cluster name (in our example the cluster_name is equal to scan_name): 
oracle.install.crs.config.clusterName= cl121  

 

If you don’t want to install and user GNS, set both parameters to false: 
oracle.install.crs.config.gpnp.configureGNS= false  

oracle.install.crs.config.autoConfigureClusterNodeVIP= false  

 

To use GNS with zone delegation, set appropriately the following parameters: 
oracle.install.crs.config.gpnp.configureGNS= true  

oracle.install.crs.config.gpnp.gnsOption= CREATE_NEW_GNS|USE_SHARED_G

NS 

oracle.install.crs.config.gpnp.gnsSubDomain= cloud.trivadis.com  

oracle.install. crs.config.gpnp.gnsVIPAddress= 192.168.122.28  

 

For a Client GNS Cluster you need to specify the path to the credentials file: 
oracle.install.crs.config.gpnp.gnsClientDataFile =/home/grid/cl121_cl

uster.xml  

 

For a Standard Cluster installations, specify the host names as well as VIPs: 
oracle.install.crs.config.clusterNodes= cldb01 .trivadis.com: cldb01 -

vip.trivadis.com, cldb02 .trivadis.com: cldb02 - vip.trivadis.com  

 

For a Flex Cluster installations, specify the server names as well as node role (with zone delegation the 

VIPs will be acquired for the HUB nodes from your DHCP server): 
oracle.install.crs.config.clusterNodes= clflexdb01.trivadis.com:AUTO:

HUB,clflexdb02.trivadis.com:AUTO:HUB,clflexdb03.trivadis.com::LEAF  

 

Specify the public (:1) as well as the private/asm network (:5): 
oracle.install.crs.config.networkIn terfaceList= bond0:192.168.122.0:1

,bond1 :10.10.0.0:5  

 

Specify the ASM configuration: 
oracle.install.crs.config.storageOption= FLEX_ASM_STORAGE|LOCAL_ASM_S

TORAGE 

 

After preparing the response file, run the installer in silent mode: 



  

 
runInstaller - silent [ - ignorePrereq ]  - waitforcompletion                        

             - showProgress - responseFile /home/grid/grid _12102 . rsp  

 

After the software installation has been completed on all cluster nodes, you will be prompted to run 

the following scripts on all cluster nodes as root user: 

 
/u00/app/oraInventory/ orainstRoot.sh  

/u00/app/grid/product/12.1.0.2/ root.sh  

 

Check on all cluster nodes the configuration log file: 

<GRID_HOME>/install/root_<hostname>_<timestamp>.log 

 

Prepare the configuration file cfgrsp.properties with the appropriate passwords: 

 
oracle.assistants.asm| S_ASMPASSWORD=<YOUR_PWD> 

oracle.assistants.asm| S_ASMMONITORPASSWORD=<YOUR_PWD> 

oracle.crs|S_BMCPASSWORD=  

 

As the grid user execute the following commands on the first cluster node (creation of the Grid 

Infrastructure Management Database, cluvfy, etc.). 
/u00/app/grid/product/12.1.0.2/cfgtoollogs/ configToolAllCommands 

RESPONSE_FILE=/home/grid/cfgrsp.properties  

 

At the end check the log file under: 

 
<GRID_HOME>/cfgtoollogs/oui/ configActions<timestamp>.log  

 

There is also another method to install Grid Infrastructure which separates the software installation 

from the Grid Infrastructure configuration phase, which will not be described here. 

 

Grid Infrastructure Upgrade 

 

The Grid Infrastructure upgrade can be performed with the GUI method as well as with a response file 

(silent).  

 

Before upgrade run cluvfy to check the environment: 

 
runcluvfy.sh stage - pre crsinst - upgrade - rolling                   

- src_crsho me /u00/app/grid/product/11.2.0.4                          

- dest_crshome /u00/app/grid/product/12.1.0.2                               

- dest_version 12.1.0.2.0 - verbose  

 

Before starting the 12.1.0.2 installer make sure you have at least 8848 MB free space in the disk group 

with normal redundancy, hosting the OCR, voting files and the ASM spfile. During the upgrade from 

pre 12c releases a new Grid Infrastructure management database will be installed. If you upgrade from 

the 12.1.0.1 release, the installer will drop the non-CDB management database and create it as a single 

tenant CDB. 

 



  

 
                                    Illustration 23 ï Space check during upgrade. 

 

If your existing ASM disk group is not sufficiently sized, replace the ASM disk with bigger ones: 

 
SQL> alter diskgroup grid add disk  

     '/dev/ mapper/grid01_newp1 ',  

     '/dev/ mapper/grid02_newp1 ',  

     '/dev/ mapper/grid03_newp1'  

     drop disk GRID_0000,GRID_0001,GRID_0002;  

Diskgroup altered.  

 

The 11.2.0.2 version introduced a BUG 19453778 which might cause issues during upgrade. If the 

remote cluster node’s name is longer than the local one, the execution of the rootupgrade.sh script will 

fail on the first node during the start of the ora.ctssd resource (during a new installation on the second 

node during the execution of the root.sh script). In this case, apply the patch 19453778 or the PSU 

12.1.0.2.1, before executing the rootupgrade.sh script.  

 

For the silent upgrade method set the install option parameter to UPGRADE: 

 
oracle.install.option =UPGRADE 

 

Upgrade with the silent method: 

 
/u00/app/stage/grid/runInstaller - silent [ - ignorePrereq ]                           

- waitforcompletion - showProgress - resp onseFile /home/grid/grid .rsp  

 

As root user subsequently execute the following script on all cluster nodes: 

 
/u00/app/grid/product/12.1.0.2/rootupgrade.sh  

 

The last step is the execution of the configToolAllCommands framework: 
 

/u00/app/grid/product/12.1.0.2/cfgtoollogs/ configToolAllCommands 

RESPONSE_FILE=/home/grid/cfgrsp.properties  

 

In the version 12c release 1 Oracle has introduced a new interesting feature, which might be useful 

during an upgrade. In pre 12c versions, if some nodes become unreachable during an upgrade and you 

finalize it with the force method 

 
/u00/app/grid/product / 11.1.0.2/rootupgrade.sh ïforce  

 

you need to delete those nodes from cluster and perform an node add procedure afterwards. 

 



  

In the 12c version if such a case arises you can complete the upgrade on the skipped nodes by 

executing the rootupgrade.sh script with a new –join parameter. 

 
/u00/app/grid/product/12.1.0.2/ rootupgrade.sh - join                 

- existingnode cldb04   

 

Check 

/u00/app/grid/product/12.1.0.2/install/root_black.trivadis.com_2014 -

09- 10_19 - 49- 13.log for the output of root script  

 

During an upgrade from the version 12.1.0.1 to 12.1.0.2 you might hit the BUG 19409972. The 

execution of the rootupgade.sh script can generate a non-fatal error: 

 
CLSRSC- 4005: Failed to patch Oracle Trace File Analyzer (TFA) 

Collector. Grid Infrastructure operations will co ntinue.  

 

To work around the problem, kill the tfa process after the upgrade and install TFA manually from the 

new Grid Infrastructure home: 

 
<NEW_GI_HOME>/crs/install/ tfa_setup - silent - crshome <NEW_HOME> 

 

Converting Standard ASM to Flex ASM 

 

After Grid Infrastructure installation or upgrade you can convert the ASM configuration from 

Standard to Flex ASM.  

 

Before converting to Flex ASM, make sure you have placed the ASM password file in an ASM disk 

group (shared storage), otherwise you will see the following error: 

 
Password file of ASM is not in disk group . Create password file in 

ASM disk group and retry.  

 

To convert Standard to Flex ASM, run the asmca tool (the only supported method for the conversion) 

and specify the ASM network as well as the listener port. During the operation, asmca re-creates the 

ora.asm cluster resource, creates the ASM listener ora.ASMNET1LSNR_ASM.lsnr and adopts the 

network configuration. 

 
asmca - silent - convertToFlexASM - asmNetworks eth1/10.10.0.0 -

asmListenerPort 1523  

 

To comple te ASM conversion, run the following script as privileged 

user in local node.  

/u00/app/oracle/cfgtoollogs/asmca/scripts/converttoFlexASM.sh  

 

As root user run the converttoFlexASM.sh script in the end. It will restart the cluster on all nodes in a 

rolling manner. 

 

It is not possible to convert a Flex ASM to Standard ASM, without re-configuring the whole cluster. 

 

 

 



  

Converting Standard Cluster to Flex ASM 

 

After Grid Infrastructure installation or upgrade you can convert the Standard Cluster configuration to 

a Flex Cluster. The following prerequisites need to be fulfilled : 

 

Á Flex Cluster requires Flex ASM. If you have Standard ASM convert it to Flex ASM first 

Á Prepare static VIP address for GNS, with or without zone delegation 

 

Add the GNS to the cluster configuration and start it (example with zone delegation): 

 
sudo /u00/app/grid/product/12.1.0.2/bin/ srvctl add gns                      

- vip cl121flex - gns.trivadis.com - domain cloud.trivadis.com  - verbose  

GNS was successfully added.  

 
sudo /u00/app/grid/product/12 .1.0.2/bin/ srvctl start gns  

 

srvctl config gns  

GNS is enabled.  

GNS VIP addresses: 192.168.122.28  

Domain served by GNS: cloud.trivadis.com  

 

Change the network type to MIXED (you cannot change it directly from STATIC to DHCP): 
 

sudo /u00/app/grid/product/12. 1.0.2/bin/ srvctl modify network       

- nettype MIXED  

sudo /u00/app/grid/product/12.1.0.2/bin/ srvctl modify network            

- nettype DHCP  

 

Modify the SCAN (the corporate domain will be changed to delegated cluster domain): 
sudo /u00/app/grid/product/12.1 .0.2/bin/ srvctl modify scan - scanname 

cl121.cloud.trivadis.com  

 

Set the cluster mode to flex and restart it on all nodes: 

 
sudo /u00/app/grid/product/12.1.0.2/bin/ crsctl set cluster mode flex  

CRS- 4933: Cluster mode set to "flex"; restart Oracle High 

Availa bility Services on all nodes for cluster to run in "flex" 

mode.  

 

crsctl get cluster mode status  

Cluster is running in "standard" mode  

 

crsctl get cluster mode config  

Cluster is configured as type "flex"  

 

sudo /u00/app/grid/product/12.1.0.2/bin/ crsctl stop crs  

sudo /u00/app/grid/ product/12.1.0.2/bin/ crsctl start crs - wait  

 

 

After cluster restart, the host VIPs will be acquired from DHCP server and managed by the GNS. 

Confirm it by using nslookup and specifying the GNS IP address: 



  

 

nslookup cldb01 - vip.cloud.t rivadis.com 192.168.122.28  

Server:   192.168.122.28  

Address:  192.168.122.28#53  

 

Name: cldb01 - vip.cloud.trivadis.com  

Address: 192.168.122.152  

 

Oracle does not support converting a Flex Cluster to a Standard Cluster. 

 

Conclusion 

 

With the version 12c release 1, Oracle has introduced again many new Grid Infrastructure features and 

extended many existing concepts. Especially the Standard Cluster with Flex ASM architecture offers 

many improvements which will be beneficial in the practice. 
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