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Who Am I 
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Principal Consultant and Trainer at Trivadis GmbH in Munich 

ïMSc in Computer Engineering 
 

Focus:  

ïOracle Database High Availability 

ïDatabase Architecture/Internals 

ïBackup/Recovery 

ïTroubleshooting/Performance Tuning 

ïLinux Operating System 
 

Trainer for the following Trivadis courses: 

ïOracle Grid Infrastructure, RAC, Data Guard 

 
17.11.2016 2 



Our company. 
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Trivadis is a market leader in IT consulting, system integration, solution engineering 

and the provision of IT services focusing on                      and                       

technologies 

in Switzerland, Germany, Austria and Denmark. We offer our services in the following 

strategic business fields: 

 

 

 

 

 

 

 

 

Trivadis Services takes over the interacting operation of your IT systems. 

O P E R A T I O N 
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With over 600 specialists and IT experts in your region. 
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14 Trivadis branches and more than 

600 employees 

200 Service Level Agreements 

Over 4,000 training participants 

Research and development budget: 

CHF 5.0 million 

Financially self-supporting and 

sustainably profitable 

Experience from more than 1,900 

projects per year at over 800 

customers 
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Technology on its own won't help you. 
You need to know how to use it properly. 



Oracle Client Failover ï Main Problems To Address 
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New network session (connect) Already established network session 

Database Clients  

1 IP not reachable (server/network/é issue) 

2 Connect attempts 

3 Wait for  

connect timeout 

4 Client failover 

Problem  

Database Clients  

2 IP not reachable (server/network/é issue) 

1 Connected 

3 Re-connect attempts 

4 Wait for  

re-connect timeout 

Problem  

5 Client failover 

Problem  Problem  

CASE 1 CASE 2 
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Agenda 
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1. Operating System 

Introduction 

Connect Timeouts/ARP Cache 

Re-Connect Timeouts 

Virtual IP Addresses 

TCP Keepalive 
 

2. Oracle Client Failover 

Database Services 

Connect Timeouts 

Re-Connect Timeouts 

Transparent Application Failover 

Fast Application Notification/Fast Connection Failover 

Application Continuity 
 

3. Conclusions 
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Operating System 
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Operating System ï Introduction 
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[SYN] Seq=0 

SYN-SENT [SYN, ACK] Seq=0 Ack=1 

[ACK] Seq=1 Ack=1 

SYN-RCVD 

ESTABLISHED ESTABLISHED 

1 

2 

3 

. . 

. fd -> socket:[inode] LISTEN . socket(), bind() 

fd -> socket:[inode] 

read(), write () write (), read() 
Data Transfer 

connect() 

TCP three -way handshake  

CASE 1 

CASE 2 

Seq=Seq+1 

Seq=Seq+1 
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New Network Session ï Connect Timeout 
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Kernel parameter: tcp_syn_retries 

ïMax. number of times initial SYNs for an active                                                                               

TCP connection attempt will be retransmitted 

ïDefault value in OEL 5 is 5 (63 sec. timeout),                                                                          

as of OEL 6 it is 6 (127 sec. timeout) 

 
 
 

ïTo change the value (not persistent) 
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[SYN] Seq=0, RTO=1 sec. 

[SYN] Seq=0, RTO=2 sec.  

[TCP Retransmission] 
1 

tcp_syn_retries=5 

4 

5 

Final Timeout = 2^(tcp_syn_retries+1 ) - 1 

Timeout/Error after 63 sec.(*) 

ORA-12170: 

TNS:Connect 

timeout occurred  

#Connect timeout  after 15 sec.  

sysctl  - w net.ipv4.tcp_syn_retries=3  

[SYN] Seq=0, RTO=16 sec.  

[TCP Retransmission] 

é 

[SYN] Seq=0, RTO=32 sec.  

[TCP Retransmission] 

IP not reachable 
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New Network Session ï Connect Timeout/ARP 

DOAG Conference 2016: Oracle Client Failover - Under The Hood 

Connect timeouts controlled by tcp_syn_retries come into play, in case the client 

ARP (Address Resolution Protocol) cache is not up-to-date! 
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ARP cache (192.168.122.29) 

IP:192.168.122.30  MAC:...:60:d4:0d REACHABLE  

IP Packet 
Source: IP, MAC 

Destination: IP, MAC 

Ethernet Frame 

Broadcast    ARP Who has 192.168.122.29?  Tell 192.168.122.30  

IP:192.168.122.29 MAC:...:1d:54:ec REACHABLE  

IP:192.168.122.29 MAC:...:1d:54:ec REACHABLE  

ARP cache (192.168.122.30) 

Not refreshed yet! Client connect timeout 

(tcp_syn_retries) 

Refreshed! Client connect timeout ~3sec 

(the same network segment) ARP entry removed 

CASE 1 

CASE 2 
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Established Network Session ïRe-Connect Timeout 
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Kernel parameter: tcp_retries2 

ïMax. number of TCP packet retransmissions                                                               

for established sessions plus 1 

ïDefault value: 15, Timeout range: ~15-30 min. 

ïRuntime, RTO can be changed by kernel 

 

 
 

 

ïTo change the value (not persistent) 
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[PSH, ACK], RTO=0.2 sec. 

[PSH, ACK], RTO=0.4 sec. 

[TCP Retransmission] 
1 

tcp_retries2=3 

Timeout/Error after ~6.2 sec. 

[PSH, ACK], RTO=0.8 sec. 

[TCP Retransmission] 
2 

[PSH, ACK], RTO=3.2 sec. 

[TCP Retransmission] 
4 

ORA-03113: end -of -

file on communication 

channel  

ss  - ipo  dst  192.168.122.29  

 

  socket timer :(on,1min44sec,11)  

  socket timer :(on,49sec,11 )     #1 sec. later  

#Re- connect  timeout  after ~12 sec.  

sysctl  - w net.ipv4.tcp_retries2=4  

Data 

é 
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Virtual IP Addresses (VIP) 
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IP addresses which do not correspond persistently to physical NICs 

Client connects to network socket: <VIP>:<Port> 
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eth0  

eth0:1 VIP  

eth0  

Server A Server B 

VIP:192.168.122.30  MAC:eth0  

ARP cache 

1 

eth0:1 VIP  

eth0  

Server A Server B 

ARP cache 

2 
3 

Flushing neighbours   

ARP Cache 
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VIP Relocate eth0  

VIP:192.168.122.30  MAC:eth0  

TCP [RST] 

4 
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<Server A> <Server A> <Server B> 


