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Safe Harbor Statement 

The following is intended to outline our general product direction. It is intended for 
information purposes only, and may not be incorporated into any contract. It is not a 
commitment to deliver any material, code, or functionality, and should not be relied upon 
in making purchasing decisions. The development, release, and timing of any features or 
ŦǳƴŎǘƛƻƴŀƭƛǘȅ ŘŜǎŎǊƛōŜŘ ŦƻǊ hǊŀŎƭŜΩǎ ǇǊƻŘǳŎǘǎ ǊŜƳŀƛƴǎ ŀǘ ǘƘŜ ǎƻƭŜ ŘƛǎŎǊŜǘƛƻƴ ƻŦ hǊŀŎƭŜΦ 
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Agenda 

Releaseplan ς Cloud First 

Availability ς Everything a bit better 

Admin ς Optimize Daily Work 

Database In-Memory ς Getting faster and faster 

Security ς Comprehensive and more in-depth 

Multitenant ς Latest improvements 

Sharding ς Highest Performance for special cases 

Express Cloud Service ς Nothing is cheaper 
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Å12.2 planned Jan./Feb. CY2017 
ïwŜ ǿƛƭƭ ǊŜƭŜŀǎŜ άŎƭƻǳŘ ŦƛǊǎǘέ ǳǎƛƴƎ 
ǘƘŜ  άExadata 9ȄǇǊŜǎǎέ /ƭƻǳŘ 
Service 

ïthen we will release for download 
and other Oracle Database Cloud 
Services 

ÅRefer to MOS (My Oracle 
Support) note 742060.1 
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Oracle Database 12c R 2 Schedule (Rolling Release) 
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 Oracle Database 12c Release 2  
 Major Features 

Massive Cost Savings 
and Cloud Agility with 
Multitenant  

Plus more features for better Performance, Availability, Security, Analytics, and Application Development 
Massive = »Mächtig gewaltig, Egon!«... die Olsenbande!  
 
 
  

Massive Web Applications  
with Sharding 

Massive Performance  
with Database In-
Memory 
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Current Industry Trends : Dev Ops 
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Software defined 
infrastructure 

Closer collaboration 
between developers (left) 

and operations (right) 

Continuous Delivery 
(Appl., Infra, Monitoring) 
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Current Industry Trends : In Memory  

7 

Continued 
decreasing cost of 

memory 

Non Volatile Memory 
becomes more widely 

available (ORLs + TEMP) 
Die Platte wird 60!!!  

$ 

Increasing demand for 
Real Time Analytics 
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Hybrid Cloud Scenarios 

Architecture Spanning 
 

 

 

 

 

 

ÅBig Data SQL Cloud Service 

ÅMultitenant with Proxy PDBs 

ÅSharding 

Use Case Specific 
 

 

 

 

 

 

ÅBackup Service 

ÅHybrid Data Guard  (DR) 

Multi Cloud 
 

 

 

 

 

 

ÅOracle compatible hybrid cloud 

ÅGoldenGate Service 

ÅIntegration Service 
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Dev Test 

Prod 

DR 

Oracle Solutions 
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Multitenant 

 

 

 

 

 

 

ÅLocation transparency for 
applications spanning 
PDBs 

Big Data SQL 

 

 

 

 

 

 

ÅCold Data migrates to file 
system(Hadoop, OnPrem or 
Cloud) 

Sharding 

 

 

 

 

 

 

ÅGlobal web-ǎŎŀƭŜ άǎƘŀǊŘ-
ŦǊƛŜƴŘƭȅέ applications 

 

 

Hybrid Cloud Architecture Spanning 
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Big Data SQL 

With Oracle Database 12c 
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Agenda 
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Availability ς Continuous Innovation & Improvement 
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Cloud  Internet  Client-Server  

1990s 2000s 2010s 

Oracle 5, 6, 7, 8 Oracle 8i, 9i, 10g     Oracle 11g, 12c 

Availability Transactions 
Referential Integrity 

Crash Recovery 
Online Backup 
Point-in-Time 

Recovery 

Data Guard  
Recovery Manager 

Flashback Query/DB/Table 
 Portable Clusterware 

Online DDL 
Transparent App Failover 

Active Data Guard 
Zero Data Loss Recovery 

Appliance  
Edition Based Redefinition 

Application Continuity Express Cloud Service 
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More 12.2 High Availability Innovations 

Application Continuity 

Å Planned maintenance 
enhancements 

 

Active Data Guard 
ÅDiagnostic, Tuning, SQL Plan Analyzer and 

In-Memory on Standby 
ÅNo user disconnect on failover 
ÅMulti-node parallel apply in RAC 
ÅHigh-speed block comparison between 

Primary and Standby 
ÅMore secure (SSL-based redo transport, 

automatically maintain password files) 

 

More partition 
maintenance operations 
now online 
όάIŜǊƳŀƴƴ ǘƘŜ DŜǊƳŀƴέύ 

Online Table Move 
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SALESTABLE

Q1 Q2 Q3
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 Oracle Database 12c Release 2 : Real Application Clusters 
 Scalability and Availability  

Better scalability  
(for singleton services) 
supporting cloud bursting 

Efficient management 
of large scale 
deployments 

Better availability  
due to reduced 
reconfiguration times 
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ÅService-oriented Buffer Cache Access over time 
determines the data (on database object level) 
accessed by the service. This information 

ïIs persisted in the database. 

ïIs used to improve data access performance  
(e.g. do not manage data of a service in an instance 
that does not host the service). 

ïCan be used to pre-warm an instance cache prior  
to a service startup (fresh start or relocation).  

Optimized Singleton Workload Scaling (Restore Affinity) 
Service-oriented Buffer Cache Access (Optimized Reconfiguration Time) 
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ÅUsing Oracle Multitenant, PDBs can be opened  
as singletons (in one RAC-Instance only), in  
a subset of instances or in all instances at once.  

ÅIf certain PDBs are only opened on some 
instances, Pluggable Database Isolation  

ïimproves performance by 
ÅReducing DLM operations for  

PDBs not open in all instances.  

ÅOptimizing block operations based  
on in-memory block separation.  

ïimproves availability by 
ÅEnsuring that instance failures of instances 

only hosting singleton PDBs will not impact  
other instances of the same RAC-based CDB. 

Optimized Singleton Workload Scaling 
Pluggable Database Isolation 

NEW IN 12.2 PRIOR TO 12.2 Inter Cluster Messages 
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ÅNode Weighing is a new feature that considers 
the workload hosted in the cluster during fencing 

ÅThe idea is to let the majority of work survive,  
if everything else is equal 

ïExample: In a 2-node cluster, the node hosting the 
majority of services (at fencing time) is meant to survive  

ïFurther aspects (e.g. ASM instance availability or  
public network availability) are taken into consideration  

ÅDBAs can overrule and rate a service  
ŀǎ ŀ  άŎǊƛǘƛŎŀƭέ ōŀǎŜŘ ƻƴ ōǳǎƛƴŜǎǎ ƴŜŜŘǎ 

Node Weighting in RAC 12.2 
Idea: If Everything else is equal Č Let the majority of workload survive J 
Formerly: Quite inflexible L 
 

ᾜ 
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Agenda 
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Management ς Continuous Innovation & Improvement 

20 

Cloud  Internet  Client-Server  

1990s 2000s 2010s 

Oracle 5, 6, 7, 8 Oracle 8i, 9i, 10g     Oracle 11g, 12c 

Management Enterprise Manager 
V$ Views 

Explain Plan 
Wait Events 
SQL Tracing 

Diagnostics Pack 
Tuning Pack  
Testing Packs 
Lifecycle Pack 

AWR, ASH 
SQL Monitor 

Multitenant Database  
Database Appliance 

Database & Exadata Cloud   
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12.2 Manageability Improvements 

AWR Enhancements 

Å Per PDB AWR Support 

Å PDB Snapshots 

Å Support for ADG Standby 

Real Application Testing 

Å Improved scalability for 
large workloads 

Å Improved PL/SQL replay 
for long running calls 

EM Express 

Å Improved Multitenant 
support 

Å Simpler configuration 

Å SPA and Resource 
Manager support 

 21 

EM Cloud Control 

Å Support for Sharding 

Å Management of large 
volume PDB environment 
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12.2 Manageability Improvements continued 

Index Usage Statistics 

Å Track index usage with 
no overhead 

Å Views provide usage 
histograms and access 

22 

SQL Tuning Advisor 

Å Support for ADG Standby 



Copyright © 2016 Oracle and/or its affiliates. All rights reserved.  | 

Agenda 

Releaseplan ς Cloud First 

Availability ς Everything a bit better 

Admin ς Optimize Daily Work 

Database In-Memory ς Getting faster and faster 

Security ς Comprehensive and more in-depth 

Multitenant ς Latest improvements 

Sharding ς Highest Performance for special cases 

Express Cloud Service ς Nothing is cheaper 

23 



Copyright © 2016 Oracle and/or its affiliates. All rights reserved.  | 

In-Memory DB Option - Resumee 

Åα¢ǳǊōƻ-[ŀŘŜǊά ŀƴ ōŜǿŅƘǊǘŜ ¢ŜŎƘƴƻƭƻƎƛŜ αƎŜŦƭŀƴǎŎƘǘά J 
Č Nicht komplett neue Datenbank (30 Jahre Evolution) 

Å5 Faktoren für Perf.: Columnar representation, In-Memory, Compressed, 
Highly-Parallel (SIMD=Single Instruction for Multiple Data), ext. Parallel 

ÅIM gibt es schon sehr, sehr lange: BiiN, VLDB: 32-Bit sind kalter Kaffee.... 

ÅSiemens-PLM Projekt: PROD-Server Linux 2 TB => OEM alles grün J 

ÅIMDB: Software sehr stabil und performant!!! 

ÅIMDB Option auf allen Plattformen verfügbar (AIX, HP-UX, Linux, Solaris, 
Windows,...) 
 

ÅAber, In-Memory ist nicht die Lösung aller Probleme... 
 



Copyright © 2016 Oracle and/or its affiliates. All rights reserved.  | 

Keep Cache (seit ca. 10 Jahren, seit 10g) 

ÅWartungsfenster zum Durchstarten der DB 
ïUnbedingt SGA_MAX_SIZE oder MEMORY_MAX_SIZE anpassen 

ïKEEP_CACHE Größe festlegen (Gesamt SGA beachten !!!) 

ÅObjekte für den KEEP_CACHE definieren 
ïÜber AWR Report (Physical Segments Read) 

ÅNach dem Hochfahren der DB den KEEP Cache beladen 
ïFull table scan bei den entsprechenden Tabellen  

z.B. mit select  /*+ FULL */  

ÅIn Monitoring einbinden, LRU verhalten des Keep Cache 

Vorgehensweise für den Einsatz 
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ñEinschaltenò von Oracle In-Memory ist trivialé 

1. In-Memory Größe konfigurieren (1!!! Parameter) 

Åinmemory_size  = XXXX GB  

 

2. Tabellen oder Partitionen für In-Memory festlegen 
Åalter table | partition  é  inmemory ;  

Einzelne  Spalten  möglich  

(Online Laden und Entladen )  

3. Später drop ñanalyticò Indexes Č ñSpeed upò DML 
und Platz sparen 
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Important to Know... 
ÅIM default compression 
ïtypical factor 6x to raw data on disk 

 

Åinmemory_size  
ïTypical: 5-15% of raw data on disk 

ïExample: 10TB database Č IM-Cache = 1TB 
 

ÅHigh Degree of Parallelism helpful 
ïSingle-User Č 40x 

ïMulti-User Č 4x 

ÅDefine Degree of Parallelism 
ïSystem-Wide (Auto-DOP) 

ïor on selected Tables for In-Memory 
 

ÅOperating the Database Č  
No Changes at all!!! Č No Risk!!! 
ïAdministration, Backup/Recovery, HA, ... 

ïIn-Memory fully integrated in Cloud Control 
12c/13c 

27 
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Oracle DB In-Memory Beta Test @ German Customer 

ÅSAP BW (After-Market Part-Sales) Database 

ÅEnvironment 
ïLinux, 500GB Memory, 40 Cores, 1.1TB Database 

ÅMigrated in 30 Minutes  
ïIncludes: Install 12c, Upgrade 11g->12c, Load 

Tables In-Memory 

ïSame hardware, same operating procedures, 
same processes 

ïNO application change, NO Risc, NO Island 

ÅPerformance Gain 8x to 16x 

28 
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²ƘŀǘΩǎ ƴŜǿ ƛƴ мнΦн ŦƻǊ 5ŀǘŀōŀǎŜ Lƴ-Memory 

2X Faster Joins 
4X Faster  

Expressions 

Real-Time Analytics Automation 

Dynamic Data 
Movement 
Between 
Storage & 

Memory  (ILM) 

Massive Capacity 

In-Memory on 
Exadata Flash 

Column 

On OLTP or DW 

Active Data 
Guard 

Support 

Row Column 

Multi -model 

Native support for 
JSON Data type 

29 
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Audit Data, 
Event Logs 

31 

Database Firewall 
Users 

Policies 

Reports 

Alerts 

Network  
Events 

Applications 

Audit Vault 

 

Audit Vault and Database Firewall 12.2 

Databases 
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New in 12.2 Online Tablespace Encryption 

32 

ÅOnline encryption of existing database 
tablespace files 

ÅFull encryption of SYSTEM, SYSAUX, and 
UNDO tables (internal database 
structures) 

ÅOffline tablespace encryption 
ï11.2.0.4 and 12.1.0.2 back port available 

 
SALES 

TABLESPACE 

HCM 
TABLESPACE 

HCM 
TABLESPACE 

DF11233U*1 
$5Ha1qui%H1 
HSKQ112A14 
FASqw34£$1 
DF@£!1ahHH! 
DA45S& DD1 

Acme  10 1/2/16 
Acme    3 1/3/16 
Acme    5 1/5/16 
Acme  12 1/7/16 
Acme    4 1/8/16 
Acme    2 1/9/16 
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12.2 Security Innovations 
ÅAdvanced Security Option 
ïOnline and offline tablespace encryption 
ïNew algorithms (ARIA, SEED, GOST) for South Korean/Russian markets 
ïRedaction of CLOB/NCLOB data identified using Regular Expressions 

ÅDatabase Vault 
ïSimulation mode for creating robust security rules for deployment 
ïSecurity policy for grouping of realms, factors, and rules 
ïPrivilege Analysis uses full run-ǘƛƳŜ ŀƴŘ ǎǘŀǘƛŎ ǳǎŀƎŜ ŦƻǊ ŜƴŦƻǊŎƛƴƎ ά[Ŝŀǎǘ tǊƛǾƛƭŜƎŜέ 

ÅReal Application Security 
ïRAS Administration Tool (RASADM) for authorization policies and management 
ïColumn-level Control for DMLs 
ïSchema-wide RAS data policy management 

ÅAuditing based upon Roles such as DBA 
 
 33 
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ÅHelp SCs & partners quickly scan customer databases 

ïUnderstand risk profile and provide recommendations 

ïHelp sales teams uncover new opportunities 

ÅReport security risks and gaps 

ï/ƻƴŦƛƎǳǊŀǘƛƻƴΣ ǇǊƛǾƛƭŜƎŜǎΣ ŜƴŎǊȅǇǘƛƻƴΣ ŀǳŘƛǘƛƴƎΣ Χ  

ÅRecommend relevant products  

ïTDE, Database Vault, AVDF, and more 

ÅDownloadable free tool from MOS 

 
 
 
 
Database Security Assessment Tool (DBSAT) 

34 

Enables New Security Sales Opportunities 

XLS 

TEXT 

HTML 

10.2, 11.2, 12c 
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Key Benefits 

Benefit Capability Enabled 

Minimize CapEx Å More applications per server 

Minimize OpEx 
Å Manage many as one (reduced patching!) 
Å Standardized procedures & service levels 
Å Enable self-service provisioning 

Maximize Agility 
Å Snapshot cloning for development and testing 
ÅtƻǊǘŀōƛƭƛǘȅ ǘƘǊƻǳƎƘ άpluggabilityέ  
Å Scalability with RAC 

Easy 
Å To Adopt: Applications run unchanged 
Å To Use: Interface is SQL 
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ÅPDB Hot Clone 
ïFaster test master instantiation 

 
 

PDB Hot Clone 

CRM 
 

HR 
 

Oracle Cloud 

Pricing Retail 

On-Premises 

CRM 
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PDB Refresh 

 

ÅPDB Hot Clone 
ïFaster test master instantiation 

ÅPDB Refresh 
ïSimple operation for latest data 

CRM 
 

HR 
 

Oracle Cloud 

Pricing Retail 

On-Premises 

CRM 
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ÅPDB Hot Clone  
ïFaster test master instantiation 

ÅPDB Refresh 
ïSimple operation for latest data 

ÅPDB Relocate 
ïRelocate with no downtime 

 

PDB Relocate 

CRM 
 

HR 
 

Oracle Cloud 

Pricing Retail 

On-Premises 

CRM 
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12.1 PDB Static, Cold Cloning 

GL AP 

PRODUCTION DEVELOPMENT 

GLDEV APDEV OEDEV 

OE 

2. alter pluggable database oe open read only; 

Datafile Copy 

3. create pluggable database oedev from oe@dblink; 

1. alter pluggable database oe close; T5 

4. alter pluggable database oe open read write force; T5 4. alter pluggable database oedev open; T5 

T0 T5 T50 

OE OE OE OE OEDEV OEDEV 

Clone SCN 


